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The yeast Candida rugosa, deposited in the Collection of Reference Microorganisms on Health 
Surveillance from Oswaldo Cruz Foundation under accession number INCQS 71011, was isolated from 
a sediment sample from Caldeirão Escuridão, a pristine water reservoir in the surroundings of Serra da 
Capivara National Park, and was identified based on molecular, physiological and morphological 
characterization. In addition, it was tested regarding its capacity to degrade three textile azo dyes, 
namely Reactive Red 198, Reactive Red 141, and Reactive Blue 214 at a concentration of 100 mg l

-1
 

during 7 days of incubation. C. rugosa INCQS 71011 was highly efficient towards two azo dyes tested, 
Reactive Red 198 and Reactive Red 141, demonstrating potential as a biological treatment agent of 
textile effluent. These results are pioneers for the yeast C. rugosa, since its degradation capacity of 
textile azo dyes has not yet been described. In addition, this study provides important evidence that 
fungi from non-impacted areas can efficiently degrade azo dyes.  
 
Key-words: Fungi, taxonomic characterization, degradation, textile azo dyes. 

 
 
INTRODUCTION 
 
Wastewaters from textile industries are a complex mix-
ture of several pollutants such as heavy metals, pig-
ments, and dyes (Coulibaly et al., 2003). The potential of 
pollution from textile dyes has been acknowledged 
primarily due to possible problems towards human and 
environmental health (Banat et al., 1996; Meehan et al., 
2000; Stolz, 2001). Effluents discharged by textile 
industries, if not treated properly, can contain large 
quantities of hazardous chemical compounds (Chen and 

Hwang, 1997; Aksu and Dönmez, 2003). There is a 
necessity to develop better treatment technologies to 
remove color from industrial effluents that prove techni-
cally and economically satisfying as treatment techno-
logy. Therefore, several emerging approaches such as 
advanced oxidation process, membrane filtration, photo-
catalysis, and sonication, are being proposed and tested 
at different stages of commercialization (Anjaneyulu et 
al., 2005). 

 
*Corresponding author. E-mail: manueladasilva@fiocruz.br; Tel: +55 21 3885-1714; Fax: +55 21 2590-9741. 
 
Abbreviations: YMA, Yeast extract-malt extract agar; PCR, polymerase chain reaction; RR198, reactive red 198; RR141, reactive 
red 141; RB214, reactive blue 214; PDA, potato dextrose agar; PDB, potato dextrose broth. 



 
 
 

A number of studies have focused on some micro-
organisms that are able to biodegrade and biosorb dyes 
in wastewaters. Some bacteria, fungi, and algae are 
capable of decolorizing a wide range of dyes (Fu and 
Viraraghavan, 2001). The treatment using fungi is a pro-
mising alternative to replace or complement conventional 
treatment processes due to the efficiency of dye deco-
lorization by fungi, mainly because of the fungal enzyma-
tic apparatus that enables the degradation of these 
compounds and for not producing material to be discar-
ded. Additionally, fungal treatment has a good public 
acceptance (Fu and Viraraghavan, 2001). However, more 
studies on the ability of fungi to decolorize dyes used by 
the textile industry are needed. Little is known about the 
degradation of dyes and color removal by yeasts (Singh, 
2006); nonetheless, most studies show positive results. 
Several genera of yeast have been studied such as 
Kluyveromyces, Schizosaccharomyces, Issatchenkia, 
Debaryomyces, Pseudozyma, and Saccharomyces (Aksu 
and Dönmez, 2003; Ramalho et al., 2004; Yang et al., 
2003, 2005; Yu and Wen, 2005; Kumari and Abraham, 
2007). Candida species have been used in some works 
and good results were presented for removal of reactive 
dyes in concentrations ranging from 10 - 700 mg l

-1
, 

nevertheless, these studies showed adsorption, besides 
degradation (Gönen and Aksu, 2009; Ertugrul et al., 2009) 
and absorption (Dönmez, 2002; Aksu and Dönmez, 2003).  

Compared with bacteria and filamentous fungi, the 
yeasts display attractive characteristics. Despite the fact 
that yeasts do not always grow as fast as bacteria, they 
grow faster than filamentous fungi and have the ability to 
resist to unfavorable environments (Pajot et al., 2007). 
Based on this context, the isolation of fungal species from 
an environment with potential bioremediation has been 
spreading (da Silva et al., 2003; Junghanns et al., 2008; 
Passarini et al., 2011) and different ecosystems have 
been exploited for this purpose. 

Brazil has ecosystems and biomes that are not yet fully 
known, such as the semi-arid Caatinga, an area of uncertain 
rainfall situated in the northeastern state of Piauí. This 
biome represents a valuable biodiversity reservoir, in 
which there is an important reserve for the preservation of 
its specific environment, the Serra da Capivara National 
Park (Pessis, 1998; Gusmão and Maia, 2006). 

From the surroundings of Serra da Capivara National 
Park, sediment samples of pristine water reservoirs where 
collected and mixed fungal cultures were selected for dye 
degradation. From the most efficient mixed fungal culture, 
Caldeirão Escuridão (CE), a yeast strain (CE-9) was 
isolated (Nascimento et al., 2011). Therefore, the aim of 
the present work was to identify by phenotypic and mole-
cular methods the yeast CE-9 as well as to test its 
capacity to degrade three textile azo dyes. 
 
 
MATERIALS AND METHODS 
 

Yeast isolation and preservation 
 

The yeast strain  CE-9  was  isolated  from  a  mixed  fungal  culture 
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collected from Caldeirão Escuridão (CE), a natural water reservoir 
situated in the surroundings of the Serra da Capivara National Park, 
at an altitude of 423 m (xUTM - 769341, yUTM – 9022784 (Nascimento 
et al., 2011). The yeast is currently deposited as Candida rugosa 
INCQS 71011 in the Collection of  Reference Microorganisms on 
Health Surveillance (Fiocruz-CMRVS) at the National Institute for 
Quality Control in Health (INCQS) from Oswaldo Cruz Foundation 
(Fiocruz). The American Type Culture Collection (ATCC) strain of 
C. rugosa ATCC 10571 was used as a reference strain. The strains 
are maintained lyophilized and cryopreserved at -70 and -150ºC. 
For routine work at laboratory scale, the selected yeasts were 
maintained on yeast extract-malt extract agar (YMA) slants at 4°C 
and subcultured at 15 day regular intervals. 
 
 

Yeast identification  
 

The isolate CE-9 was characterized by standard methods (Yarrow, 
1998) and the identification followed the keys of Kurtzman and Fell 
(1998). Concurrently, the characterization by the Vitek

®
2 using the 

Yeast Biochemical Card (YBC) (bioMérieux, Durham, NC) was 
conducted. Genomic DNA of CE-9 and of the reference strain C. 
rugosa ATCC 10571 was prepared after 2 days of incubation on 
YMA using the methodology described by de Barros Lopes et al. 
(1998). The D1/D2 variable domains of the large-subunit rDNA 
were amplified by polymerase chain reaction (PCR) using primers 
NL1 (5’-GCATATCAATAAGCGGAGGAAAAG-3’) and NL4 (5’-
GGTCCGTGTTTCAAGACGG-3’) according to Lachance et al. 
(1999). Amplification was performed as follows: 95°C for 2 min, 
followed by 35 cycles of 95°C for 15 s, 54°C for 25 s, and 72°C for 
20 s, and a final extension at 72°C for 10 min. The amplified DNA 
was concentrated and cleaned (Kit Wizard Plus SV Minipreps DNA 
Purification System—Promega, USA). Sequencing was conducted 
using an ET dynamic terminator kit in a MegaBACE 1000/ auto-
mated 96 capillary DNA sequencer (GE Healthcare, Bucking-
hamshire, UK). The quality of each electropherogram was evalua-
ted using Phred-Phrap software and consensus sequences were 
obtained by alignment of both sequence strands using CAP3 
software available on the Eletropherogram quality analysis web 
page (http://asparagin.cenargen.embrapa.br/phph). The nucleotide 
sequences and other related sequences were aligned using the 
CLUSTALW software package (EMBL-EBI) 
(http://www.ebi.ac.uk/clustalw/). Phylogenetic relationships were 
estimated using the MEGA program Version 4.0 (Tamura et al., 
2007). The phylogenetic trees were constructed using the neighbor 
joining (NJ) algorithm with bootstrap values calculated from 1,000 
replicate runs. The Maximum Composite Likelihood model was 
used to estimate evolutionary distance. 
 
 

Dyestuff 
 

Three commercial reactive dyes were used: Reactive Red 198 
(RR198), Reactive Red 141 (RR141), both from DyStar (Brazil) and 
Reactive Blue 214 (RB214) from Clariant (Brazil) with maximum 
wavelength of 520 nm, 548 nm and 608 nm, respectively. All of 
them are azo dyes and the chemical structures are shown in Figure 
1. Stock solutions (5 g l

-1 
for RR198 and RR141; 4 g l

-1 
for RB 214) 

were filter-sterilized (Millipore filter, 0.22 µm, Millipore Corp., 
Bedford, USA).  
 
 

Yeast growth 
 

CE-9 was grown on potato dextrose agar (PDA) with 200 mg l
-1

 of 
each of the three dyes separately and incubated for 48 h. Aliquots 
from these cultures were transferred to sterile purified water and the 
turbidity was adjusted to 2 McFarland standard (6 x 10

8 
CFU ml

-1
). 

From this suspension, 2 ml were used to inoculate 100 ml of potato 
dextrose broth (PDB) in 250 ml Erlenmeyer flasks in duplicate. The 
Erlenmeyer flasks were incubated under agitation for 2 days in the 
dark (Heinfling-Weidtmann et al., 2001; Máximo et al., 2003) on a
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Figure 1. Chemical structures of the dyes tested: A, Reactive Red 198; B, 
Reactive Blue 214; C, Reactive Red 141. 

 
 
 

rotary shaker (New Brunswich, Innova 4335, USA) at 140 rpm. After 
this incubation period, 100 mg l

-1
 of the dyes were added separately 

in all flasks. The cultures were kept incubating under the same 
conditions during 7 days. Control experiments were conducted by 
means of incubating PDB medium without yeast and with the same 
concentrations of the dye tested as well as with PDB without either 
dye or yeast. 
 
 

Evaluation of dye decolorization 
 

The evaluation of dye decolorization by CE-9 was conducted during 
the 7-day incubation at the following times: 24, 48, 72, 96, 120, 144 
and 168 h. After centrifugation at 10,000 rpm for 10 min of 2 ml 

aliquots of the cultures, 0.5 ml of supernatant was diluted 10 times 
in purified water in order to be analyzed using spectrophotometer 
UV/VIS (Shimadzu - UV-1601, Japan). The culture medium with 
dye and without inoculum was used as a negative control whereas 
medium without either dye or inoculum was used as blank. The 
spectra were scanned between 200 to 700 nm of absorbance 
(Máximo et al., 2003) in order to analyze dye disappearance. Deco-
lorization activity (%) was calculated for the two flasks (duplicate) of 
each culture according to the formula below, considering the 
maximum wavelength of 520 nm for RR198, 548 nm for RR141, 
and 608 nm for RB214. 

 
Decolorization activity (%) = (A-B)/A x 100 



 
 
 
 

Table 1. Physiological results of isolate CE-9 identified as 
C. rugosa. 
 

Compound Result 

Assimilation of carbon compounds 

Glucose + 

D-galactose       + 

L-sorbose       - 

D-glucosamine       - 

D-ribose      - 

D-xylose + 

L-arabinose - 

L-rhamanose - 

Sucrose - 

Maltose - 

Trehalose - 

α-methyl-D- glucoside - 

Cellobiose - 

Salicin - 

Melibiose - 

Lactose - 

Raffinose - 

Melezitose - 

Glycerol + 

Erythritol - 

Ribitol - 

Galactitol - 

D-mannitol + 

D-glucitol + 

Inositol - 

D-gluconate - 

DL-Lactate + 

      Succinate + 

Citrate - 
 

Assimilation of nitrogen compounds 

KNO
3
 - 

KNO
2
 - 

 

Others 

Vitamin-free - 

Cycloheximide 0,1 % - 

Cycloheximide 1 % - 

Urease - 

Amyloid compounds - 
 

Fermentation 

D-glucose - 

D-galactose - 

Maltose - 

Sucrose - 

α-α-trehalose - 

Lactose - 

Cellobiose - 

Raffinose - 

 
 
 
Where, A is the Initial absorbance and B is the observed absor- 
bance (Özsoy et al., 2005). All assays were conducted in duplicate 
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and results were expressed as the mean values. 
 
 

RESULTS  
 

Phenotypic characterization 
 

The macro-morphological observations on YMA medium 
after 2 days at 25°C of the isolate CE-9 demonstrated a 
butyrous texture, colored white to cream. From the micro-
morphological analysis, cells were elongate, single and in 
pairs and pseudo-hyphae were produced. These are 
morphological characteristics typical of C. rugosa. In 
Table 1, the physiological results obtained from CE-9 
were present. The yeast was negative for urea hydrolysis 
and formation of extracellular amyloid compounds. It did 
not ferment carbohydrates, it did not grow in the absence 
of vitamins, it was sensitive to cycloheximide, it did not 
assimilate the NaNO2 and KNO3 as nitrogen source, but 
assimilated the following carbon compounds: glucose, D-
galactose, D-xylose, glycerol, D-mannitol, D-glucitol, lactic 
acid, and succinic acid. The other carbon compounds 
used in the test were not assimilated by the yeast. Hence, 
the isolate was identified biochemically and physiolo-
gically as C. rugosa. 

The automated method of identification using Vitek
®
2 

was also used for the biochemical characterization whereas 
the YBC was applied to confirm the conventional method. 
As the result, the identification was 97% of probability for 
C. rugosa. The D1/D2 sequence of strain C. rugosa ATCC 
10571 has 527 nucleotides, where 24 and 19 correspond 
to the nucleotide primers NL1 and NL4, respectively. 
Thus, the sequence to be obtained from isolate CE-9 
should be 484 nucleotides. 

Forward and reverse strands of D1/D2 domain of iso-
late CE-9 were sequenced using the primers NL-1 (5'-
GCATATCAATAAGCGGAGGAAAAG-3') and NL-4 (5'-
GGTCCGTGTTTCAAGACGG-3'). Consensus sequence 
had 447 nucleotides and was aligned with the sequences 
of C. rugosa ATCC 10571. Manual editing of the sequence 
was performed based on the chromatograms obtained 
and no differences between the sequences were observed. 
When performing blast, it had 99% of identity with only 
one Gap of difference. Therefore, these results confirm 
the phenotypic characterization, leading to the identifi-
cation of the isolate CE-9 as the species C. rugosa. 
 
 

Decolorization 
 

C. rugosa INCQS 71011 decolorized 78.46% of RR198 at 
100 mg l

-1
 dye concentration after 24 h of incubation and 

reached 100% decolorization of this same dye after 48 h 
of incubation (Table 2), respectively. Regarding RR141 
dye, decolorization reached 75.60% after 24 h of incuba-
tion, and complete decolorization was achieved within 
144 h of incubation (Table 2). In both cases, there was no 
adsorption by the biomass but degradation, as demon-
strated by the results of spectrophotometric analyses
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Table 2. Rate of decolorization of the dyes RR198, RR141 and RB214 by C. rugosa INCQS 71011 during 24 – 168h of incubation.  
 

Sample 
Decolorization (%) 

24 h 48 h 72 h 96 h 120 h 144 h 168 h 

Treatment of RR198 78.46 100 100 100 100 100 100 

Treatment of RR141 75.60 86.46 88.86 88.58 89.39 100 100 

Treatment of RB214 50.20 59.21 69.01 70.43 73.82 73.91 76.05 

 
 
 
that showed the disappearance of the characteristic peak 
of those two dyes (Figures 2a and 2b). The other dye 
tested, RB214, was less efficiently decolorized by C. 
rugosa INCQS 71011. In the first 24h incubation, deco-
lorization achieved 50%. From 48 to 144 h, decolorization 
increased progressively, however slowly; and at the end 
of the incubation period (168 h), the decolorization rate 
was 76.05% (Table 2). The adsorption to the biomass just 
occurred with this dye, which decreased up to the end of 
the incubation period (data not shown), while the charac-
teristic peak of this dye was transformed into a new peak 
(Figure 2c). 
 
 
DISCUSSION 
 
In some investigations, positive results for textile dye 
decolorization were obtained using fungi isolated from 
non-impacted areas (Pajot et al., 2011; Martorell et al., 
2012), as similarly obtained in the present study. The 
ascomycetous yeast C. rugosa INCQS 71011 showed a 
very good result mainly in the decolorization of RR198, a 
monoazo, decolorizing 100% of the dye at a 
concentration of 100 mg l

-1
 after 48 h, while within 24 h 

the decolorization was 75.60%. Regarding RR141, the 
results were also satisfactory 75.20% was decolorized 
after 24 h incubation and the complete decolorization was 
achieved within 144 h incubation. For RB214, however, 
the decolorization took longer, 76.05% was decolorized 
at the end of the incubation period (168 h) (Table 2). The 
decolorization of a number of simple azo dyes derived 
from 2-naphtholaminoazobenzene and p-N,N-
dimethylaminoazobenzene in concentrations of 10-50 mg 
l
-1

 were tested in liquid aerated batch cultures using a 
strain of the yeast Candida zeylanoides UM2, by which 
method a 90% adsorption was obtained from the best 
result after seven days of incubation (Martins et al., 
1999). This same strain was used by Ramalho et al. 
(2005) which, after changing some parameters, such as 
medium, for example, C. zeylanoides UM2 showed 100% 
efficiency of decolorization without traces of absorption 
after 60 h. 

Dye degradation occurs when the biomass remains with 
its original color and the medium becomes decolorized 
(Chen et al., 2003; Yu and Wen, 2005). It can be 
monitored during cultivation of the fungus in liquid 
medium through the ratio between two characteristic 

wavelengths of the dye. Adsorption occurs when the 
characteristic peak of absorption of the dye remains 
constant during the incubation period, while degradation 
occurs when this peak disappears completely or a new 
peak appears (Glenn and Gold, 1983). In the present 
study, C. rugosa 71011 succeeded in promoting the 
disappearance of the characteristic peaks of absorption 
of visible light from both dyes, namely RR198 (520 and 
370 nm) and RR141 (548 and 522 nm) (Figures 2a and 
2b), with no dye adsorption by the biomass, thus typifying 
this fungal activity as the degradation of these dyes. 

Degradation was also determined by Yang et al. (2003) 
when using Candida tropicalis Y2-0814 and 
Debaryomyces polymorphus Y1-0813 to decolorize 100 
mg l

-1
 of seven synthetic dyes. Within 16-48 h of incubi-

tion the color disappeared completely without residual 
color on the biomass in the case of only one of these 
dyes, the Reactive Black 5. The metabolic profile spe-
cies-specific, such as enzymatic activity (Ramalho et al., 
2005; Martorell et al., 2012), media culture (Ramalho et 
al., 2002; Kaushik and Malik, 2010) and the structure 
complexity of the dye (Fu and Viraraghavan, 2001; 
Bergsten-Torralba et al., 2009) can greatly influence the 
final response of fungal degradation. In the present work, 
C. rugosa INCQS 71011 was much more efficient degra-
ding RR198, a single azo class dye, than it was towards 
RR 141, a double azo class dye, which took longer to be 
degraded and towards RB 241, another double azo class 
dye, which was not completely degraded under the con-
ditions established in this study. 

The present results demonstrated the efficiency of C. 
rugosa INCQS 71011 to degrade textile azo dyes and 
indicates its potential as a biological treatment agent of 
textile effluent, despite its origin, a non-impacted area in 
Semi-Arid Northeastern Brazil. To our knowledge this is 
the first report of a strain of C. rugosa with the ability to 
degrade textile azo dyes. Further studies on the optimiza-
tion conditions for this yeast to degrade azo dyes, none-
theless, are needed. 
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Figure 2. Espectra resulting from the dyes RR 198 (a), RR 141 (b) and RB 214 (c) 
degradation by the C. rugosa INCQS 71011. 
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Amplified fragment length polymorphism (AFLP) and inter-simple sequence repeat (ISSR) markers were 
used to study the DNA polymorphism in elite mungbean genotypes. A total of nine AFLP primer 
combination and 22 ISSR primers were used. Amplification of genomic DNA of the 30 genotypes, using 
AFLP analysis, yielded 300 fragments that could be scored, of which 192 were polymorphic, with an 
average of 21.3 polymorphic fragments per primer. Number of amplified fragments with AFLP primers 
ranged from 29 (E-AAC: M-CAG) to 10 (E-ACG: M-CAT). Percentage polymorphism ranged from 46.3% 
(E-AAC: M-CCA) to a maximum of 100% (E-AAC: M-CAC), with an average of 64%. The 22 ISSR primers 
used in the study produced 108 bands across 30 genotypes, of which 68 were polymorphic. The 
number of amplified bands varied from two UBC820) to ten URP 6F). The average numbers of bands per 
primer and polymorphic bands per primer were 4.9 and 3.1, respectively. Percentage polymorphism 
ranged from 25% (UBC844) to 85% (UBC846, UBC864, UBC895), with an average percentage 
polymorphism of 58.3% across all the genotypes. AFLP markers were more efficient than the ISSR 
assay, as they detected 64% polymorphic DNA markers in Vigna radiata as compared to 58.3% for ISSR 
markers. The Mantel test between the two Jaccard's similarity matrices gave r = 0.19, showing low 
correlation between AFLP- and ISSR-based similarities. Clustering of genotypes within groups was not 
similar when AFLP and ISSR derived dendrograms were compared. 
 
Key words: AFLP, ISSR, Vigna radiata (mung bean), marker index, unweighted pair-group method with 
arithmetic averages (UPGMA).  

 
 
INTRODUCTION 
 
Mungbean is a widely grown food grain legume in the 
developing world. It is cultivated almost in all the four 
seasons in one state or the other state of India. It is 
thought to have originated in the Indian subcontinent (de 
Condolle, 1884; Vavilov, 1926) with maximum diversity in 

the upper Western Ghats and Deccan hills and 
secondary centre of diversity in Indo-Gangetic plains. 
From the standpoint of production, (19.7 mt), field 
pea(10.4 mt), chickpea (9.7 mt), cowpea (5.7 mt), lentil 
(3.6 mt) and pigeon pea (3.5 mt) are the most important 
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(FAO, 2010). Out of the 16 essential nutrients, seven are 
classified as micronutrients or trace elements. Out of 
these seven micronutrients, iron and zinc play very 
important and vital role in animals, humans and plants 
health and development. Beside this, it also improves the 
soil fertility by fixing atmospheric nitrogen into available 
form with the help of Rhizobia species present in the 
nodules of its roots (Ashraf et al., 2003). The major 
constraint in pulses improvement is presence of limited 
genetic diversity in primary gene pool. In pulses, the 
morphological characterization of accessions belonging 
to cultivated species reveals only ample genetic 
variability for a trait other than genetic diversity. The 
problem of narrow genetic base of the cultivated 
germplasm of pulses develop from using only few 
genotypes with a high degree of relatedness repeatedly 
as parents in crossing programmes for the development 
of new cultivars (Kumar et al., 2011). Pedigree analysis 
of released varieties of mungbean revealed that only the 
top three to ten ancestors contributed 30 to 79% to the 
genetic base (Katiyar et al., 2007, 2008). 

Therefore, an assessment of the genetic diversity of 
pulses is an important first step in a program to improve 
crop yield along with the traditional molecular makers 
which provide valuable information and can be used in a 
number of ways in crop improvement programme. Inter 
simple sequence repeat (ISSR) analysis involves the 
polymerase chain reaction (PCR) amplification of regions 
between adjacent, inversely oriented microsatellites, 
using a single simple sequence repeat (SSR) motifs (di-, 
tri-, tetra-, or penta-nucleotides) containing primers 
anchored at the 3′ or 5′ end by two to four arbitrary, often 
degenerate nucleotides (Souframanien and 
Gopalakrishnan, 2004). The primers used in our analysis 
were anchored at 3′ end to ensure that perfect annealing 
of the primer occurs at the 3′ end of the microsatellite 
motif, thus obviating internal priming and smear formation. 
The anchor also allows only a subset of the targeted 
inter-repeat regions to be amplified, thereby reducing the 
high number of PCR. The sequence of repeats and 
anchored nucleotides were randomly selected and had 
the advantage of analysing multiple loci in a single 
reaction. Thus, ISSR offers several advantages and this 
technique is already used in many crop plants (Ajibade et 
al., 2000; Ranade et al., 2000). 

Further, AFLP (amplified fragment length polymorphism) 
which combines the advantage of RFLP and PCR, has a 
high multiplex ratio (number of loci observed in a single 
assay) and have high reproducibility and thus prove very 
useful in genetic diversity analysis. AFLP’s were 
extensively used in genetic characterization of germ-
plasm/ cultivars of black gram, soybean, wild bean etc. 
(Gupta and Gopalakrishna, 2009). Different molecular 
marker combinations were previously used in grain 
legumes (Gupta and Gopalakrishna, 2008, 2009). 
Therefore,  the objective  of the present study was to eva- 
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luate and compare the genetic diversity among 30 elite 
genotypes selected on basis of their performance in 
previous year experiments of known origin, using ISSR 
and AFLP markers. 
 
 
MATERIALS AND METHODS 
 
Plant material and DNA extraction  
 
Table 1 lists the green gram genotypes used in the present study. 
Materials were collected from pulses station, CCS HAU, Hisar, India. 
The material was selected on the basis of contrast micronutrient 
content and agronomic performance in experiment conducted in the 
previous years (work un-published). Young leaves from three to five 
weeks-old seedlings were immediately stored at -80°C until the total 
genomic DNA was extracted. The molecular analysis was carried 
out at the laboratory of plant breeding, plant research international, 
Wageningen University. 

The stored leaf tissue from each individual was ground to a fine 
powder using two grinding beads in a Shatter-box and total 
genomic DNA was extracted using 96 well plate automated DNA 
isolation machine. In the buffer solution, RNAse and proteinase K 
were added to get DNA free from these impurities. The estimates 
were confirmed by ethidium bromide staining of the gels after 
electrophoresis in 0.8% agarose gel at 100 V for about 45 min in 
TBE (Tris boric acid ethylene diamine tetra-acetic acid) buffer using 
known DNA concentration standards. 
 
 
PCR optimization and primer selection 
 
Varying concentrations of template DNA (10 to 20 ng), Taq DNA 
polymerase (0.5 to 2 U) and MgCl2 salt (0 to 5 mM) were used to 
optimize reaction conditions of the polymerase chain reaction 
(PCR). Four randomly selected cultivars, namely ML-803, MH-125, 
ML-5, ML-735, were chosen for primer survey. Out of the different 
primers combination, only nine of AFLP and twenty two of ISSR 
were found suitable and used to analyse all 30 genotypes.  
 
 

AFLP amplification 
 
Li-Cor AFLP kit was used according to manufacturer recommend-
dations. According to the kit, 100 ng of pure DNA was digested with 
EcoR I and MSe I restriction enzymes. The enzyme adaptors were 
ligated to the digested DNA. The pre-amplification product was 
analysed on 1% agarose gel in 0.5XTBE buffer, run at 80 to 100 V 
for about 35 to 45 min. Selective amplification of restriction 
fragments was conducted using primers with three selective 
nucleotide labelled IRD700/800 with dyes.  

After this, the reaction product was mixed with an equal volume 
10 µl of formamide –loading buffer (98% formamide, 10 mM EDTA, 
pH 8.0 and 0.1% Bromo-phenol blue). The total mixture was 
carefully vortexed and heated for 5 min at 94°C in denaturation hot-
block and then quickly cooled to ice). Out of the total 10 µl, 8 µl is 
loaded on a 6% denaturing polyacrylamide gel 1XTBE buffer. Li-
Cor 4300 S DNA analyser machine was used to image, analyse 
and screen markers. 
 
 
ISSR amplification 
 
ISSR amplification reactions were carried out in 25-μl volume 
containing 50 ng template DNA, 0.5 U Taq DNA polymerase, 10



 

 

6576        Afr. J. Biotechnol. 
 
 
 

Table 1. List of mungbean (Vigna radiata L.) along with their origin, and micronutrients (Fe and Zn) used in the study. 
 

Code No. Variety Origin  Code No. Variety Origin 

1 ML-803 Ludhiana (Punjab)  16 ML-818 Ludhiana (Punjab) 

2 MH-125 Hissar (Haryana)  17 ML-406 Ludhiana (Punjab) 

3 ML-5 Ludhiana (Punjab) 
 

18 2KM-151 
Pant Nagar 
(Uttrakand) 

4 ML-735 Ludhiana (Punjab)  19 2KM 155 - 

5 2KM 112 IARI (New Delhi)  20 2KM-138 Hissar (Haryana) 

6 ML-1108 Ludhiana (Punjab)  21 MH3-18 Hissar (Haryana) 

7 MI-3580 Ludhiana (Punjab)  22 MH-124 Hissar (Haryana) 

8 ML-839 Ludhiana (Punjab)  23 ASHA Hissar (Haryana) 

9 L-24-2 Ludhiana (Punjab)  24 MH-215 Hissar (Haryana) 

10 MH-421 Hissar (Haryana)  25 SMH-99-DULL B Hissar (Haryana) 

11 2KM-139 Hissar (Haryana) 
 

26 PDM-9-249 
Kanpur (Uttar 
Pradesh) 

12 2KM 135 (Rajasthan  27 ML-759 Ludhiana (Punjab) 

13 SMH-99-2 Hissar (Haryana)  28 M 395 Ludhiana (Punjab) 

14 2 KM-107 -  29 PMB-14 Ludhiana (Punjab) 

15 BG-39 Bangladesh  30 ML-506 Ludhiana (Punjab) 

 
 
 
mM dNTP, 10 μM primer, in 1× reaction buffer that contained 10 
mM Tris-HCl (pH 8.3), 50 mM KCl, and 2.5 mM MgCl2. Amplification 
was performed in an Eppendorf Master cycler gradient. 
Amplification conditions were one cycle at 94°C for 4 min, and 94°C 
for 30 s, 55°C for 45 s, followed by 72°C for 2 min. In the 
subsequent 35 cycles, annealing temperature was maintained at 
50°C, followed by one cycle of 7 min at 72°C. Amplified products 
were loaded on 2% agarose gel and separated in 1× TBE buffer at 
75 V. The gels were visualized under UV after staining with 
ethidium bromide and documented using gel documentation. 
 
 
Statistical procedure 
 
Gel images were scored using the QUANTAR software for the 
presence (1) and absence (0) of an amplification product across the 
lanes for each of the primers combinations. Data were statistically 
analysed by the software program NTSYSpc 2.01b (Numerical 
Taxonomy and Multivariate Analysis System, Applied Biostatistics 
Inc., 1986 to 1997) (Rohlf, 1990). The SIMQUAL program was used 
to calculate the Jaccard’s coefficient, a common estimator of 
genetic identity and was calculated as follows: 
 
Jaccard’s coefficient = NAB / (NAB + NA + NB) 
 
Where NAB is the number of bands shared by samples, NA 
represents amplified fragments in sample A, and NB represents 
fragments in sample B. Similarity matrices based on these indices 
were calculated. Similarity matrices were utilized to construct the 
un-weighted pair group method with arithmetic average (UPGMA) 
dendrogram. The Jaccard’s similarity coefficients matrix was 
subjected to principal coordinates analysis for three-dimensional 
plot to depict the relationships among the varieties.  

In order to characterize the capacity of each primer to detect 
polymorphic loci among the genotypes, marker index for AFLP and 
ISSR markers were calculated. It is the sum total of the 
polymorphism information content (PIC) values of all the markers 

produced by a particular primer. PIC value was calculated as 
follows: 
 
PIC = 1-Σpi 2, 
 
Where, pi is the frequency of the i

th
 allele (Smith et al., 1997). While 

marker index (MI) is calculated as PIC value multiples with the 
number of polymorphic bands.  

 
 

RESULTS 
 

The criteria for selecting the primer pairs were a) high- 
quality of amplification, b) polymorphism among the 
cultivars used for primer survey. Figures 1a and b are 
representatives of AFLP and ISSR pattern obtained in the 
present study.  
 
 
ISSR analysis 
 
All the 23 ISSR markers were successfully amplified 
across the 30 mungbean genotypes but only 22 markers 
were polymorphic (Table 2). The 22 makers collectively 
yielded 108 amplification products with about bands 
bands per primer. ISSR primers gave 58.3% poly-
morphism and the PIC value ranged from 0.09 to 0.71 
with an average of 0.46 (Figure 2a).  
The UPGMA distributed the 30 genotypes into five main 
clusters, clusters with Dice similarity coefficient ranging 
from 0.65 to 0.85 (Figure 3a). Cluster I comprised of six 
genotypes (ML-803, MH-125, BG-39, 2KM 155, MH3-18 
and MH-215). 
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a 

 
b 

 
 

Figure 1. (a) PCR amplification pattern for ISSR markers (UBC 821) in thirty green gram genotypes (Lane 
1 and 32 is marker λ DNA marker and Lanes 2 to 31 green gram genotypes as listed in Table 1). (b) AFLP 
fingerprint generated by AFLP pair E-ACG:M-CAT in thirty green gram genotypes. The arrows indicate the 
polymorphic marker fragments. 

 
 
 

Cluster II is the largest group among all the clusters 
with 12 genotypes (ML-5, ASHA, PDM-9-249, MH-124, 
SMH-99-DULL B, PMB-14, ML-506, MH-421, ML-406, 

2KM-139, 2 KM-107 and 2KM-151) while cluster III 
comprised of only six (ML-1108, ML-759, MI- 3580, ML-
839, M 395 and M 395) genotypes. 2KM112 and L-24-2
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Table 2. List of primers and their sequences along with some of the characteristics of the amplification products obtained by selected twenty two ISSR primers 
in thirty genotypes of mungbean (V. radiata L.). 
 

S/No. Marker Primer sequence (ISSR) 
Total no. of 

amplification product 
No. of polymorphic 

product 
Percentage of 
polymorphism 

PIC value of 
primer 

1 UBC820 GTGTGTGTGTGTGTGTC 2 1 50 0.458 

2 UBC836 AGAGAGAGAGAGAGAGYA 6 4 66.6 0.085 

3 UBC821 GTGTGTGTGTGTGTGTA 5 4 80 0.144 

4 UBC844 CTCTCTCTCTCTCTCTRC 4 1 25 0.194 

5 IS 61  GAGAGAGAGAGAGAGAT 4 2 50 0.511 

6 IS 65 AGAGAGAGAGAGAGAGT 4 2 50 0.523 

7 UBC811 GAGAGAGAGAGAGAGAC 3 1 33.3 0.689 

8 IS 63 AGAGAGAGAGAGAGAGC 3 1 33.3 0.611 

9 UBC849 GTGTGTGTGTGTGTGTYA 4 2 50 0.465 

10 UBC855 ACACACACACACACACYT 3 1 33.3 0.548 

11 UBC857 ACACACACACACACACYG 7 4 57.1 0.635 

12 UBC848 CACACACACACACACARG 7 5 71.4 0.462 

13 UBC846 GAGAGAGAGAGAGAGAA 5 4 85.7 0.464 

14 UBC864 ATGATGATGATGATGATG 7 6 85.7 0.433 

15 UBC880 GGAGAGGAGAGGAGA 6 4 66.6 0.327 

16 UBC812 GAGAGAGAGAGAGAGAA 3 1 33.3 0.537 

17 UBC862 AGCAGCAGCAGCAGCAGC 3 1 33.3 0.704 

18 URP 6F GGCAAGCTGGTGGGAGGTAC 10 8 80 0.594 

19 UBC835 AGAGAGAGAGAGAGAGYC 5 4 96 0.525 

20 UBC859 TGTGTGTGTGTGTGTGRC 4 2 50 0.421 

21 UBC895 AGGTCGCGGCCGCNNNNNNAT 7 6 85.7 0.419 

22 URP 13R TACATCGCAAGTGACACACC 6 4 66.6 0.463 

Total 108 68 1283 10.21 

Average 4.91 3.09 58.31 0.464 

 
 
 

formed the fourth cluster and cluster V comprised 
of three genotypes (ML-5, 2KM 135, and SMH-99-
2).  

One genotype namely, ML 818 forms an out-
group by not falling in any cluster. Principal 
component analysis (PCA) also resolved the ML- 
803   and  BG-39  as  a  separate  unit   in  cluster   

analysis (Figure 4a).  
 
 
AFLP analysis 
 

Nine AFLP primer combinations used to evaluate 
the genetic diversity among the 30 mungbean 

genotypes produced 300 scorable amplification 
products (Table 3). The number of amplified 
fragment per primer combination ranged from 13 
(E-ACG: M-CAT) to 54 (E-AAC: M-CCA) with an 
average of 33.3 fragments per primer combi-
nation. The maximum polymorphism was shown 
by E-AAC: M-CAC (100% polymorphic) while the
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Figure 2. Polymorphic information content score for (a) 22 ISSR markers and 
(b) 9 AFLP primer combinations in thirty mungbean genotypes. 

 
 
 
minimum polymorphism (46.3%) was shown by E-AAC: 
M-CCA. The PIC of individual AFLP markers varies from 
0.01 to 0.04 (Figure 2b). Jaccard’s similarity coefficient 
values were calculated from the data and Dice similarity 
coefficient ranged from 0.59 to 0.78 with an average 
of0.69. Further these were used to construct a UPGMA 
dendrogram (Figure 3b) and three-dimensional plot. 

The UPGMA analysis distributed the 30 genotypes into 
main four clusters. Cluster I comprised of five genotypes 
(ML-803, BG-39, MH3-18, SMH-99-DULL B, PMB-14) 
and the cluster being the biggest cluster carried 16 
genotypes (MH-125, 2KM 155, MH-215, ML-839, M 395, 
ML-5, 2KM 135, MH-124, MH-421, 2 KM-107, 2KM-151, 
2KM 112, L-24-2, ML-1108, ML-759 and SMH-99-2).  

Only five genotypes (MI-3580, 2KM-139, 2KM-138, ML- 

406, ML-506) were there in cluster III and genotypes, ML-
735, PDM-9-249 and ASHA made the last cluster IV. In 
the AFLP dendrogram, ML-818 again makes an out-
group as in case of ISSR dendrogram. Further from the 
PCA, it was found that ML-803 and Asha appeared to be 
distinct from other genotypes as in cluster analysis 
(Figure 4b). 
 
 
DISCUSSION 
 
Genetic variation was detected among 30 genotypes of 
mungbean using the ISSR and AFLP marker techniques. 
A total of nine primer combinations were used in AFLP 
study and all the primers gave polymorphic bands rang-
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Figure 3. A UPGMA dendrogram of genetic relationships of the thirty genotypes constructed from (a) ISSR and (b) AFLP. ISSR, Inter-
simple sequence repeat; AFLP, amplified fragment length polymorphism. 

 
 
 
ing from 28 to 10 bands, while in case of ISSR markers 
out of the 23 primers only one did not show poly-
morphism while the rest showed. The results obtained in 
the present study shows a moderate genetic similarity for 
both the markers techniques (AFLP- 0.73 to 0.99; ISSR- 
0.65 to 0.87).  

Thus, in comparison to the AFLP study ISSR 
responded well. This was also supported by previous 
studies (Russell et al., 1997; Meng and Chen, 2000). 
ISSR techniques have been previously used in estimating 
the genetic relationships in genus Vigna (Ajibade et al., 
2000) and in several other crops (Souframanien and 
Gopalakrishna, 2004). Similarly, the AFLP marker 
techniques was also used successfully in different crops 
and legumes such as common bean (Tohme et al., 
1996), cowpea (Coulibaly et al., 2002), pigeon pea 
(Panguluri et al., 2006), black gram (Gupta and 
Balakrishna, 2008) and azuki bean (Xu et al., 2000). 

In the study, 22 polymorphic ISSR markers produced 
68 alleles with an average 3.1 alleles per locus. The 
results are comparable with those reported earlier for 
other grain legume including black gram (3.4 alleles per 
locus; Souframanien and Gopalakrishna, 2004) and 
soybean (3.3 alleles per locus, Meng et al., 2001). The 
average PIC score of 33 ISSR markers was 0.46 with 
over 50% loci having PIC value > 0.5 (Figure 2a), 

indicating high resolving power of the ISSR markers. The 
markers were able to discriminate the 30 genotypes in 
five clusters on the basis of their performance in the field. 
Cluster I comprised of a short duration (<60 days), dwarf 
genotype with high resistance to mungbean yellow 
mosaic virus, while the biggest cluster II comprised of 
genotypes which showed moderate resistance against 
the MYMV virus and with medium height (65 to 70 cm). 
Cluster III comprise of early maturing tall (>85 cm) and 
moderate resistant genotypes while the smallest cluster 
V, which comprised of two genotypes with medium 
height, took average of 65 days to maturity and showed 
moderate resistance against the virus. As the marker is 
comparable to the traits shown by the genotypes in the 
field therefore, the ISSR markers thus would provide 
valuable tool for the varietal identification and germplasm 
maintenance in mungbean. 

In AFLP, 9 AFLP primers combination generated 300 
polymorphic bands with an average 21.3 bands per 
primer combination. As AFLP markers shows high 
multiplex ratios, much of the genome is covered using 
fewer primer combinations. Earlier the comparison of 
different marker techniques showed that the AFLP is the 
most efficient method to estimate genetic diversity 
compared to random amplified polymorphic DNA (RAPD) 
and simple sequence repeats (SSR) (Powell et al., 1996;  
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Figure 4. Principal componet analysis map showing the relationship among the mungbean genotypes based on (a) ISSR and (b) AFLP 
data. The number plotted represents individual genotypes and corresponds to those listed in Table 1. ISSR, Inter-simple sequence repeat; 
AFLP, amplified fragment length polymorphism. 

 
 
 
Table 3. List of primers and their sequences along with some of the characteristics of the amplification products obtained by selected nine 
AFLP primer combination primers in 30 genotypes of mungbean (V. radiata L.). 
 

S/N Marker 
Primer sequence 

(AFLP) 
Total no. of 

amplification product 
No. of polymorphic 

product 
Percentage of 
polymorphism 

PIC value of 
primer 

Marker 
index 

1 P32+P51 E-AAC:M-CCA 54 25 46.3 0.014 0.35 

2 P35+P50 E-ACA:M-CAT 33 28 84.8 0.018 0.51 

3 P35+P48 E-ACA:M-CAC 30 18 60.0 0.021 0.38 

4 P37+P50 E-ACG:M-CAT 13 10 76.9 0.037 0.37 

5 P35+P59 E-ACA:M-CTA 43 25 58.2 0.017 0.43 

6 P35+P62 E-ACA:M-CTT 42 28 66.7 0.014 0.39 

7 P32+P47 E-ACC:M-CAA 36 21 58.3 0.019 0.39 

8 P32+P48 E-AAC:M-CAC 20 20 100 0.021 0.42 

9 P32+P49 E-AAC:M-CAG 29 17 58.6 0.021 0.36 

Total 300 192 609.8 0.182 34.9 

Average 33.3 21.3 64 0.02 0.43 

 
 
 
Gupta, 2008). To characterize the capacity of each 
primer to revel or detect polymorphic loci in the geno-
types, primers index was calculated which varied from 

0.35 (E-AAC:M-CCA) to 0.51 (E-ACA:M-CAT) with an 
average of 0.43. Cluster analysis from AFLP reveals that 
cluster  II  is  the biggest cluster and carries mostly  resis- 
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tance to moderate resistance with medium to tall geno-
types while the smallest cluster III comprised of geno-
types with early maturity (< 60 days) with medium height 
(65 to 75 cm) and with less or no resistance against the 
virus. The clustering pattern in both the markers system 
was comparable to some extent. In both the dendrogram, 
one genotypes ML-818 was out grouped which may be 
thought to be as a result of some contamination. 

In the current study, the average PIC score for the 
ISSR marker (0.46) was much higher compared with 
AFLP marker (0.02) indicating that ISSR are more 
informative than the AFLP’s. Cluster analysis based on 
the ISSR and AFLP data grouped 30 genotypes into six 
main clusters. However, clustering of the genotypes 
within the groups was not similar when both the den-
drogram were compared. In PCA analysis, genotypes 
were resolved into four different groups in the case of the 
AFLP and results were congruent with the cluster 
analysis, but in case of ISSR, genotypes could not be 
resolved well in PCA.  

The matrices for ISSR and AFLP marker were also 
compared using mantels test (Mantle, 1967) for matrix 
correspondence. The correlation values for the 
dendrogram based on ISSR and AFLP data was low (r = 
0.19). A possible explanation to this low magnitude 
between the marker techniques is that the two marker 
techniques targeted different positions of the genome. 
The ability to resolve genetic variation among different 
genotypes may be more directly related to the number of 
polymorphism detected with each marker technique 
rather than a function of which technique is employed. 
Our results indicate the presence of moderate genetic 
variability among the elite mungbean genotypes. ISSR 
markers are useful in the assessment of the mungbean 
diversity and the selection of core collection to enhance 
the efficiency of germplasm management for use in the 
mungbean breeding and conservation. 
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Cowpea is popular in Eastern Kenya where it is attractive to farmers because of its high economic value 
and the belief that it does not require many external inputs. Farmers are however discouraged to grow 
the crop in this region due to massive attack by a parasitic weed Alectra vogelii (Benth). Yield losses 
due to A. vogelii have being estimated to range from 50 to 100% in Mbeere, Kitui and Makueni districts. 
No single method however is available to farmers in these regions in control of the parasitic weed. 
Combining several control methods, as in the management of Striga spp in Western Kenya should be a 
sustainable option. Field studies were conducted in 2010 and 2011 at Kenya Agricultural Research 
Institute (KARI), Kiboko farm to determine the response of 143 cowpea genotypes to Alectra infestation. 
The aim for the study was to identify resistant genotypes that could be used in breeding programme. 
Significant differences were observed amongst cowpea genotypes in days to first Alectra emergence, 
number of Alectra shoots emerged at 6, 8, 10 and 12

 
week after planting and grain yield. Cowpea 

genotypes Kir/Nya-005 and Mbe/Mach-022 showed complete resistance to Alectra while Ken-Kunde, 
M66 and K80 (all commercial varieties) supported the highest number of Alectra shoots. Grain yield 
loss in the three susceptible varieties was 80, 79 and 50% respectively. On the other hand, Sia/Cia-004, 
Mbe/Mach-014 and Kib-006 had high grain yields despite the high number of Alectra shoots present. 
There was a strong correlation (r = -0.57) between grain yield and number of Alectra shoots emerged at 
12 weeks after planting. A significant negative (r = -0.37) correlation was also obtained between pod 
number per plant and number of emerged Alectra shoots at 12 weeks after planting. This negative 
correlation proves the high accumulation dry matter in the cowpea roots at the expense of the pods 
thus decreasing grain yield. This information showed that there is sufficient genetic variability in the 
cowpea genotypes studied, which can be exploited in breeding improved cowpea varieties for 
resistance to A. vogelii in Kenya. A great progress towards developing improved cowpea variety that 
meets farmer’s preferences with durable resistance to A. vogelii can be achieved if the genes from the 
resistant and tolerant local cowpea cultivars identified in this study could be introgressed into the 
adapted susceptible improved varieties. This will increase the potential impact of adoption of resistant 
cowpea varieties in the zones. 
 
Key words: Cowpea, Alectra vogelii, Resistance/tolerance and grain yield. 

 
 
INTRODUCTION 
 
Cowpea (Vigna unguiculata L. (Walp.) is an herbaceous 
warm-season annual crop that is similar in appearance to 

common bean except that leaves are generally darker 
green, shinier, and less pubescent. Early maturing cowpea 
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cowpea varieties provide the first food from the current 
harvest sooner than any other crop (in as few as 55 days 
after planting), thereby shortening the “hunger period” 
that often occurs just prior to harvest of the current sea-
son’s crop in farming communities in the developing 
world. The relatively high protein content (22%) of cow-
pea makes it an important supplement to the diet of many 
African people (Bressani, 1995) who consume cereals, 
roots, and tuber high in carbohydrate and low in protein. 
Being a fast growing crop, cowpea curbs erosion by 
covering the ground, fixes atmospheric nitrogen, and its 
decaying residues contribute to soil fertility (Carsky et al., 
2002; Tarawali et al., 2002; Sanginga et al., 2003).  

Cowpea is the second most important grain legume in 
Kenya after common beans. The area under cowpea is 
estimated at 1800 hectares excluding the area under the 
crop in home gardens (Kimiti et al., 2009). About 85% of 
the total area under the cowpea is in arid and semi-arid 
lands (ASALs) of Eastern province and 15% in the Coast, 
Western, and Central provinces (Kimiti et al., 2009). Des-
pite its importance in the dry regions of Eastern Kenya, 
its potential, growth and yield are constrained by several 
abiotic and biotic factors. Among them include low soil 
fertility, inadequate farm inputs, noxious weeds, pest and 
diseases and lack of seeds during planting times. This 
has decreased in the yield potential of 1500 to 239 kg/ha 
(Kimiti et al., 2009). A parasitic weed Alectra vogelii 
(Benth) an obligate root-parasitic flowering plant of the 
family Scrophulariaceae is one of the major concerns in 
lowering cowpea yields. In 1929, one report estimated a 
20% loss in yield for cowpea crops in Embu district 
Eastern Kenya (Bagnall-Oakley et al., 1991).  

A. vogelii has also being observed in Bambara (vigna 
subterranean (L) Verdc.), soyabean (Glycine max (L) 
Merr.), mung bean (Vigna radiate (L.) Wilczek.), ground 
nut (Arachi hyogaea L.) and common bean (Phaseolus 
vulgaris L.) (Botha, 1948; Visser, 1978; Salako, 1984; 
Riches, 1989; Riches et al., 1992; Lagoke et al., 1993). 
Although A. vogelii is autotrophic, its photosynthetic rate 
is half that of host leaf on per gram dry mass basis 
(Gouws et al., 1980). It is said that it is not able to fix car-
bon at a daily rate in excess of its diurnal requirements 
(Harpe et al., 1981). This means A. vogelii depends on 
the host photosynthate as it induces the formation of 
lateral roots of the host plant (Doerr et al., 1977), also for 
water and nutrients. Information on cowpea yield losses 
resulting from A. vogelii infection is very scarce, but 
ranges from 41% (Lagoke et al., 1993) and 80 – 100% in 
Botswana (Riches,1989) in a highly susceptible cultivar 
Black-eye. In Tanzania yield losses of up to 50% have 
been reported (Mbwaga et al., 2000). Yield losses of up 
to 15% have been reported in groundnut in Nigeria 
(Salako, 1984), while in South Africa 30 – 50% reductions 

 
 
 
 
in yield of bambara were reported (Beck, 1987). The ne-
gative effect of the weed in reducing the vegetative and 
grain yield of cowpea has been well researched (Botha, 
1948; Visser et al., 1977, 1990; Okonkwo and Raghavan, 
1982; Rambakudzibga et al., 2002). Reports show that 
yield reduction is mediated through the delayed onset of 
flowering, reduced number of flowers and pods, and 
reduced mass of pods and grain (Mugabe, 1983).  

From a recent survey of the level of A. vogelii infestation 
on farmers’ field, Karanja et al. (2010) observed that 
more than 80% of the fields grown to cowpea in Mbeere 
district of Eastern Kenya were infested with A. vogelii lea-
ding to serious crop losses. The threat of A. vogelii to the 
crop is increasing with farmers reporting up to 100% yield 
loss under severe infestation in these regions (Karanja et 
al., 2010). It is expected that the rapid spread of this 
parasitic weed and the enormous yield reduction caused 
would constitute a severe threat to cowpea production in 
the region.  

Despite the scourge of Alectra on cowpea, relatively 
less work has been done on its control in Kenya. Several 
control measures, including hand weeding, chemical con-
trol, biological control, trap crops and host plant resis-
tance have been suggested (Boukar, 2004; Riches, 1993). 
Of all these methods, host plant resistance appears the 
most effective, economical and environmentally friendly 
method in controlling the Alectra and affordable to 
farmers (Rubiales et al., 2006; Mainjeni, 1999; Riches, 1989). 
While a number of improved, high yielding striga/Alectra 
resistant cowpea genotypes have been developed and 
are fast becoming popular with farmers in Nigeria, Buki-
nafaso, Malawi, Tanzania and South Africa (Singh et al., 
2002; Kabambe et al., 2008), the same cannot be said for 
Kenya.  

Cowpea as a crop of resource-poor households been 
affected by A. vogelii, it imposes an additional stress with 
which farmers, who have little capacity for investment in 
crop production, have to cope in an environment charac-
terized by marginal rainfall for cropping and declining soil 
fertility. Cowpea has traditionally been grown in multiple 
cropping systems in which low populations of landraces 
are planted in mixtures with cereals. An increase in the 
importance of A. vogelii in the last 20 years in Kenya has 
often been associated with a change to sole cropping of 
introduced, potentially higher yielding susceptible culti-
vars, an increase in the area and frequency of cultivation 
(Farms’ own communication, Mbeere district). Based on 
the foregoing, it is clear that there is need to screen for 
Alectra resistance among existing local cowpea cultivars 
or varieties. This would aid in identifying A. vogelii resis-
tant genotypes that can be exploited in breeding improved 
cowpea varieties for resistance to A. vogelii in Kenya. A 
great progress towards developing improved cowpea
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Figure 1. Map showing areas with high incidences of Alectra vogelii weed and point of 
cowpea local germplasm collection points in Eastern Kenya. 

 
 
 

variety that meets farmer’s preferences with durable 
resistance to A. vogelii can be achieved if the genes from 
the farmer’s local cultivars are introgressed into the adap-
ted susceptible improved varieties in the area. This would 
increase the potential impact of adoption of resistant 
cowpea varieties in the zones. The objectives of the stu-
dies in this paper were to collect and screen collected 
accessions of cowpea for their resistance/tolerance/ 
susceptibility to A. vogelii in Kenya. 
 
 
MATERIALS AND METHODS 

 
Pot and field evaluations were conducted at the research farm of 
Kenya Agricultural Research Institute, Kiboko sub-centre (11°

 
11’N; 

7° 38’E; 686 m above sea level). The pot screening was conducted 
in 2009 while field trials were conducted in 2010 and 2011 under 
irrigation. A total of 143 cowpea genotypes were collected from 

Mbeere, Kitui, Makueni and Makindu (Figure 1). The 143 cowpea 
genotypes and two commercial checks were planted in pots. The 
experiment was arranged in a randomized complete block design 
with three replications. Alectra inoculum stock was obtained by 
thoroughly mixing 30 g of Alectra seeds with 500 g of sieved sand. 
About 10 g of A. vogelii from the stock (about 7,000 Alectra vogelii 
seeds) were mixed with 1.8 kg of top soil (4-10 cm) and transferred 
into 2 kg polythene pot. Four seeds were sown in each pot and 
thinned to two plants two weeks after planting. The pots were 
watered everyday and maintained free from any other weed other 
than A. vogelii in the course of the research through hand weeding. 
Observation was made on days to cowpea flowering, days to A. 
vogelii first emergence, number of emerged Alectra shoot at 6, 8, 
10 and 12 weeks after planting (WAP) and grain yield. Analysis of 
variance (ANOVA) was performed on all data with the general linear 
model (GLM) procedure of SAS (version 8.0; SAS Institute, Cary, 
NC). The GLM procedure of SAS uses the method of least squares 
to fit data to a general linear model. The accessions were rated as 
resistant/tolerance and susceptible depending on number of Alectra 
plant/s emerged and grain yield.  
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Twenty eight cowpea accessions were selected from the pot 
results for further screening. The 28 cowpea genotypes and two 
commercial checks; M66 and K80 were further evaluated to re-vali-
date their reaction to A. vogelii in 2010 at Kiboko research farm. 
The soils of the area are broadly classified as alfisols. The soil of 
the experimental site was loam with pH of 6.7. The trials were 
conducted under irrigation in a field that had previously been ob-
served to be heavily infested with A. vogelii. The land was ploughed 
with disc harrow in order to get a fine tilth. Cowpea cultivars were 
arranged in a randomized complete block design with 3 replicates. 
Each plot consisted of four rows 5m long. Two seeds were sown at 
intra-row spacing of 0.20 m between hills and 0.75 m between 
rows. About 10 g of A. vogelii inoculum from the stock (as explained 
above) were added to each planting hill and thoroughly mixed 
before sowing to add the pool of Alectra seeds in the soil. The trials 
were always surrounded with three rows of Alectra susceptible 
check (M66). All the weeds other than A. vogelii were controlled 
through hand weeding. Cyper-methrin and dimethoate were applied 
with a knapsack sprayer fortnightly at the rate of 1.01/ha 4 WAP 
until harvest to control insect pests. 

At 8 and 10 WAP, the numbers of emerged Alectra shoots were 
recorded to assess the host support for growth in the two central 
rows of each plot (3.75m

2
). All the plots were harvested at maturity 

and grain yield was measured as the weight of threshed grain from 
a plot.  

In 2011, three cowpea genotypes; Kir/Nya-005, Mbe/Mach-022 
and Mnk/Wot-003 identified to support zero Alectra emergence in 
2010 were further evaluated alongside three widely grown cowpea 
genotypes; M66, K80 and Ken-Kunde to assess their yield potential 
under artificial, natural Alectra infestation, and Alectra-free condi-
tion. The trials were arranged in a randomized complete block 
design and in three replications. Annual weeds, except Alectra were 
controlled by hoe-weeding at 2 and 5 WAP and hand pulling during 
the last two weeding to avoid tampering with the un-emerged 
Alectra shoots. 

Data on the number of days to first Alectra emergence and num-
ber of emerged Alectra shoots were collected from the two middle 
rows of each plot at 6, 8, 10, and 12 WAP from the artificial and na-
tural Alectra infested treatment, while number of days to cowpea 
flowering, number of seeds for 10 randomly selected pods and 
grain yield at physiological crop maturity were collected from the 
three treatment. Analysis of variance (ANOVA) was performed on 
all data with the general linear model (GLM) procedure of SAS (ver-
sion 8.0; SAS Institute, Cary, NC). The GLM procedure of SAS 
uses the method of least squares to fit data to a general linear 
model. Duncan Multiple Range (DMR) Tests were performed to 
compare treatment means at the 5% level. 
 
 

RESULTS 
 

Cowpea germplasm collection 
 

Cowpea germplasm were collected late in the season, 
2009 from farmers in Mbeere, Kitui, Yatta, Machakos, 
Makueni and Makindu districts of Eastern Kenya (Figure 
1). Other than Machakos district, A. vogelii incidences 
were found to have severely affected cowpea production 
in Mbeere, Kitui, Yatta and Makueni districts. A total of 
143 cowpea landraces were collected and were found 
almost all of them to have mixed seed colours ranging 
from white to black, with cream and red colours domina- 
ting. Also they were of different seed sizes from small to 
large, but large was dominating. The collections were sor- 

 
 
 
 
sorted according to seed colour and screened against A. 
vogelii resistance. From farmers’ views, mixed seed co-
lour was not a problem as the majority grow the crop for 
green vegetables and home consumption and local mar-
kets. However, those found to grow the crop for other mar-
kets reported said that traders prefer uniform seed colour. 

In both pot and field trials, Alectra shoots emerged on 
susceptible cowpea genotypes 44 days after planting 
(Table 2). However, the genotypes varied significantly in 
their support for Alectra shoots in the year. High number 
of Alectra shoots was observed at 10 and 12 WAP during 
the screening period. Genotypes Kir/Nya-005, Mbe/ 
Mach-022 and Mkn/Wot-003 exhibited zero support for 
Alectra shoots, both in pot and field screenings. Under 
pot experiment, 81% of the collected cowpea genotypes 
supported A. vogelii emergence while 19% showed resis-
tance for the parasitic weed (data not shown).  After pre-
screening the selected cowpea genotypes from the pot 
experiment were planted at Kiboko field to confirm their 
resistance against two checks (M66 and K80), Kir/Nya-
005, Mbe/Mach-022 and Mkn/Wot-003 confirmed their 
resistance (Table 1). From Table 1, Kir/Nya-005, Mbe/ 
Mach-022 and Mkn/Wot-003 supported no Alectra emer-
gence while Mbe/Mach-004, Gac/Kar-003, Sia/Wit-004 
and Ki-006 recorded the highest Alectra shoots at 10 
WAP compared to M66 and K80. At 10 WAP, the number 
of emerged Alectra shoots ranged from 0 to 127 per 7.5 
m

2
 under artificial infestation.  

In addition, Alectra infestation significantly reduced 
grain yield of Gac/Nge-003, Mkn/Kai-001 and Wot/Kil-002 
recording 123, 125 and 200 kg/ha. However, Sia/Wit-001, 
Mbe/Mach-004 and Kib-021 recorded the highest yields 
despite the high number of Alectra shoots present (Table 1).  

In 2011, there was significant differences in the number 
of emerged Alectra shoot per plot in both artificial and 
natural infestation. The results showed that Mbe/Mach-
022, Mkn/Wot-003 and Kir/Nya-005 completely supported 
zero Alectra weed emergence. However, Alectra first 
emergence coincided with 50% days to host flowering in 
susceptible genotypes (Table 2). There was no significant 
difference on 50% days to cowpea flowering and number 
of seeds per pod under Alectra infestation and Alectra 
free condition. Alectra infestation significantly reduced 
grain yield of the susceptible cowpea genotypes (Table 
3). Yield losses were statistically highly significant with 
Ken-Kunde and M66 recording 80 and 79%, respectively. 
Resistant genotype Kir/Nya-005 was the most stable 
recording insignificant reduction of 6.5% (Figure 1).  

Mkn/Wot-003 which recorded zero number of emerged 
Alectra shoots recorded grain yields reduction of 63.5% 
(Table 3 and Figure 2). 
 
 

DISCUSSION 
 

For seed size, large seeded types were more preferred
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Table 1. Responses of cowpea genotype to Alectra vogelii parasitism at Kiboko, Kenya, 2010 
 

Code 
 

Collection points Cowpea days Number Emerged  Alectra shoots Grain yield 

Local name Latitude (S) Longitude (E) to Flowering 8 WAP 10 WAP (kg/ha) 

Gac/Nge-003 - - - 49d 85.5 91 123b 

Mkn/Kai-001 - - - 52bdc 55 68 125b 

Wot/Kil-002 Ndamba 038
0
07.23' 02

0
42.052' 73.3a 11 16 200b 

Kib-016 C 037
0
43.14' 02

0
12.946' 69.3ba 74.5 127 437.5b 

Mbe/Kir-016 Ndamba 00
0
41.686

'
 037

0
40.846

'
 61.7bdac 13 14.5 512.5b 

Sia/Cia-004 A 00
0
35.721

'
 037

0
36.554

'
 70.7ba 89.5 37 587.5b 

Mbe/Kir-020 Nangwe 00
0
45.146

'
 037

0
38.693

'
 69bac 121.5 93.5 825b 

Mbe/Mach-022 Kang'ao 037
0
58.37' 02

0
33.853' 63.7ba 0 0 825b 

Mbe/Mach-012 Kamurugu 00
0
45.038

'
 037

0
38.674

'
 49.3d 16 22 1075b 

Kir/Nya-013 Kinyuru 00
0
40.418

'
 037

0
38.389

'
 60.7bdac 4.5 6.5 1100b 

K80 Check 1 - - 61bdac 77 97.5 1387.5b 

Mbe/Kir-016-2 KVU 00
0
45.118

'
 037

0
38.632

'
 68.3ba 7.5 11 1550b 

M66 Check 2 - - 67ba 76.5 109 1662.5b 

Mbe/Kir-003-2 Ndune 00
0
41.777

'
 037

0
40.917

'
 62.7bac 17.5 63 2137.5b 

Mbe/Mach-014 Ndamba 00
0
45.038

'
 037

0
38.674

'
 58.3bdc 6 10.5 2337.5b 

Kib-010 B 037
0
43.16' 02

0
12.940' 68.7ba 3.5 4.5 2550b 

Kir/Nya-005 Ndamba 00
0
40.808

'
 037

0
38.305

'
 68ba 10.5 13 2812.5b 

Kib-018 - - - 66.3bac 50 7.5 3212.5b 

Kib-006 Ndamba 037
0
57.21' 02

0
34.344' 68ba 14 23 367.5b 

Mkn/Wot-003 A 037
0
43.16' 02

0
12.939' 60.7bdac 0 0 3887.5ba 

Kir/Nya-004 Muthiriri 00
0
40.808

'
 37

0
38.305

'
 66.3bac 8 24 3925ba 

Kir/Nya-010 Ndamba 00
0
40.722

'
 037

0
38.022

'
 65.3bac 0 0 4012.5ba 

Gac/Kar-003 Ndamba 00
0
35.562

'
 037

0
31.342

'
 64.7bac 81.5 116 4400ba 

Kir/Nya-016 Gikuu 00
0
40.418

'
 37

0
38.389

'
 59.3bdac 77 87 4512.5ba 

Mbe/Mach-007 Ndamba 00
0
47.051

'
 37

0
39.878

'
 65.3bac 27 69 4812.5ba 

Sia/Wit-004 Ndamba 00
0
35.605

'
 37

0
38.440

'
 69ba 99.5 124 4837.5ba 

Sia/Cia-005 B 00
0
35.721

'
 037

0
36.554

'
 61.7bdac 19 37 5812.5ba 

Kib-021 - - - 65.3bac 12.5 17.5 6237.5ba 

Mbe/Mach-004 Ndamba 00
0
46.916

'
 37

0
39.548

'
 66bac 81 110 6362.5ba 

Sia/Wit-001 Kamurugu 00
0
35.631

'
 37

0
38.549

'
 61.3bdac 69 91.5 10512.5ba 

Mean 

   

63.7 40.3 50.4 2875 

L.s.d (P<0.05) 

   

11.93 66.1 57.2 5796.2 

Cv% 

   

11.5 87.3 54.6 15037.5 
 

Means followed by the same letter (s) in a column are not significantly different at 5% level of probability using Duncan multiple range test. 
 
 
 

at the local markets than the small seed. These are good 
guidelines that are to be considered when breeding for 
Alectra resistance to select what the farmers and market 
like. This study showed significant differences exist 
amongst cowpea genotypes in their performance under 
Alectra infestation. These differences occurred in the 
number of emerged Alectra shoots and grain yield. Lower 
cowpea grain yield with number of emerged Alectra 
shoot, shows that Alectra infestation reduced grain yield 
for cowpea genotypes susceptible to Alectra. This is well 
signified by Ken-Kunde which is the highest yielder under 
un-infested conditions but lowest under Alectra infested 

conditions. Ken-Kunde, M66 and K80 which had high 
grain yield reduction (over 50%) could be regarded as 
being susceptible. The symptoms displayed these sus-
ceptible cultivars were that of stunted growth, chlorosis 
and premature defoliation as earlier reported by Magani 
(1994). Longe et al. (2002) observed that resultant chlo-
rosis could be due to chlorophyll degradation which result 
to reduction in photosynthetic site hence, yield reduction. 
A combination of high yield, growth potentials and no 
support for Alectra shoots by Kir/Nya-005, and Mbe/ 
Mach-022 cultivars make them suitable candidates for 
use to improve the genetic base of existing cultivars. The
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Table 2. Days to Alectra first emergence, emerged Alectra shoots  at 6, 8, 10 and 12 weeks after planting of cowpea genotypes under 
artificial and natural field infestation of Alectra vogelii  at Kiboko, 2011. 
 

Genotype 

Artificial Natural 

Days to Alectra Emerged Alectra shoots (WAP) Days to Alectra Emerged Alectra shoots (WAP) 

First emergence 6 8 10 12 First emergence 6 8 10 12 

M66 40.7 2 18.3 65 70 43 0.7 6.7 56 57 

K80 43 0 5 32.7 34 43.6 0.3 12.3 48 49.7 

Ken-kunde 42.7 0.7 12.7 75 76.7 45.3 0 7.7 42 42.3 

Mbe/Mach-022 0 0 0 0 0 0 0 0 0 0 

Mkn/Wot-003 0 0 0 0 0 0 0 0 0 0 

Kir/Nya-005 0 0 0 0 0 0 0 0 0 0 

Mean  31.2 0.4 6.1 29.1 30.4 22 0.2 4.4 24.3 24.8 

L.s.d (P<0.05) 18.7 1.14 7.7 19.5 22.6 2.9 1.0 13.1 27.6 27.3 

cv% 15.1 57.3 15.7 10 12.8 7.2 328.6 162.1 62.4 60.3 
 
 
 

Table 3. Combined analysis  of 50% Days to cowpea flowering, number of pods per plant, grain yield and percentage yield reduction of six 
cowpea genotypes under Alectra vogelii infected and un-infected condition at Kiboko, 2011. 
 

Genotype 

Infected Un-infected 
Yield 

reduction (%) Days to 
flowering (50%) 

Seeds/pod 
Grain yield 

(kg/ha) 
Days to flowering 

(50%) 
Seeds/p

od 
Grain yield 

(kg/ha) 

M66 50.5a 13.0a 337.8b 50.0a 13.3a 1600.0a 78.9 

K80 48.8ba 13.6a 711.1b 51.0a 14.0a 1511.1a 52.9 

Ken-kunde 48.3ba 13.111a 400.0b 47.0b 12.4a 2044.4a 80.4 

Mbe/Mach-
022 

48.3ba 14.0a 1511.1a 50.0ba 12.6a 1955.6a 22.7 

Mkn/Wot-003 48.11b 10.5b 600.0b 50.0ba 12.6a 1644.4a 63.5 

Kir/Nya-005 47.0b 12.8a 1288.9a 51.3a 12.6a 1377.8a 6.5 

Mean 48.4 12.9 808.2 50.06 12.9 1688.9 50.8 

L.s.d (0.05%) 2.2 1.5 349.4 1.63 1.5 608.6  

cv% 4.5 11.9 43.2 3.3 11.9 36  
 

Means followed by the same letter(s) in a column are not significantly different at 5% level of probability using Duncan Multiple Range Test. 
 
 
 

 
 

Figure 2. Effect of Alectra vogelii on grain yield on six cowpea genotypes compared to Alectra 
free condition. 



 

 
 
 
 
failure of Alectra emergence may be due to low pro-
duction of germination stimulants by these two genotypes 
or host-plant-parasite incompatibility whereby the initia-
tion of haustoria, and subsequent attachment and pene-
tration are inhibited (Okonkwo and Raghavan, 1982). 
This confers resistance of the genotypes as earlier repor-
ted in cereals to striga resistance (Ejeta, 1993a, b). In 
1983, Mugabe showed delayed onset of flowering, reduced 
number of flowers and pods and reduced weight of pods 
and seeds in cowpea due to Alectra infestation. This indi-
cates that Sia/Wit-004, Sia/Cia-005, Kib-021, Mbe/Mach-
004 and Sia/Wit-001 are either moderately resistance or 
tolerant to A. vogelii. This might have been achieved 
through low production of germination stimulant which in 
one of the resistance mechanism advocated by Yohanna  
et al., 2010. Kurech and Alabi (2003) considered tole-
rance as a horizontal resistance which is polygenic in 
contrast to vertical resistance which breaks down faster 
with time. Since the tolerant genotypes can produce high 
yield in spite of high parasitism, it implies they have to be 
very efficient in the production of assimilates to support 
the parasites and still have enough to give high yields 
(Musell, 1980). Several authors (Atokple et al., 1995; Kim 
and Adetimirin, 1997; Adetimirin et al., 2000; Kim, 2000) 
have indicated that the use of moderately tolerant varie-
ties in combination with other control measures help in 
the depletion of Alectra/Striga soil seed bank. 

The decrease in the yield of varieties Mnk/Wot-003 
(variety that was hardly found with any attached Alectra) 
by Alectra could have been partly due to the reduction in 
its root growth and root nodulation by the Alectra. This 
could result in inadequacy of nitrogen and nutrient 
absorption for adequate shoot growth and thereby 
reduced yield production (Dart and Mercer, 1965). It is 
also likely that, the seeds of Alectra contain certain toxins 
which leaked into the soil and hindered Mkn/Wot-003 root 
growth, but this may require further investigation as also 
suggested by Omoigui et al., 2007. In addition to the 
export of nutrients, water and metabolites from host to 
the parasite, Alectra prevents nodulation (Kurech and 
Alabi 2003).  
 
 

Conclusion 
 

These results could be used as a preliminary basis for 
choosing cowpea genotypes in encouraging farmers to 
grow and assembling management packages for A. 
vogelii to ensure reduced risk to farmers. Compared to 
Ken-Kunde, M66 and K80, it was interesting to note that 
the Kir/Nya-005 and Mbe/Mach-022 had zero emergen-
ces Alectra recorded throughout the evaluation period 
hence suggesting a possible absolute resistance. This 
information would be valuable for breeding effort to 
develop or select Alectra resistant cowpea varieties. 
However,  there  is  need  to  evaluate the genotypes with  
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farmers. 
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A novel esterase producer strain named Bacillus sp. A60 was isolated from a soil sample contaminated 
with hydrocarbons. It was found to belong to Bacillus subtilis species through morphological, 
biochemical and 16S rRNA gene sequence analyses. This strain which can tolerate 15% (w/v) NaCl and 
growth at 55°C, produced an interesting esterase activity in Luria-Bertani medium. Two different 
molecular weight esterase activities were detected in zymographic assays. Culture supernatant and 
whole cells showed specific hydrolytic activities of 2.67 ± 0.11 U/mg of protein and 7.07 ± 0.09 U/mg of 
dry weight, respectively. Concerning ethyl acetate production, conversions of 88.00 ± 0 and 55.58 ± 
0.78% were obtained with culture supernatant entrapped in polyacrylamine gel and whole cells, 
respectively. In addition, the effect of different concentration of LB medium components on both 
growth and extracellular esterase hydrolytic activity was also discussed. 
 
Key words: Bacillus, esterases, hydrolytic activity, synthetic activity, ethyl acetate. 

 
 
INTRODUCTION 
 
The broad metabolic diversity exhibited by the genus 
Bacillus coupled to the low pathogenicity of several 
species, make it a commercially important and an envi-
ronmental friendly source of enzymes, vitamins and other 
products. In this connection, the screening of spore-
forming bacteria for the production of useful metabolites 
continues to be an important aspect of biotechnology. 
Among the enzymes, esterases (E.C. 3.1.1) represent a 
diverse group of hydrolases catalyzing the cleavage and 
the formation of ester bonds. They have been extensively 
exploded in the synthesis of flavor esters, in the resolu-
tion of racemic mixtures, and in the degradation of natural 
material as well as industrial pollutants (Panda and 

Gowrishankar, 2005). However, the enzymatic production 
of ethyl acetate, an important environmental friendly sol-
vent, was relatively little investigated (Alvarez-Macarie 
and Baratti, 2000; Bélafi-Bakó et al., 2003). Thus, the 
search of new microbial esterases suitable for this appli-
cation is therefore, very attractive. As an acid inhibition 
during the esterification of acetic acid and ethanol by 
Novozyme 435® lipase was also reported by Bélafi-Bakó 
et al. (2003), the enzyme immobilization could improve its 
utilization at extreme pH, and also in different solvents,   
temperatures and high substrate concentrations (Hanefeld 
et al., 2009). Alternatively, the use of cell-bound enzymes 
(that is, naturally immobilized enzymes) is an interesting
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strategy because it eliminates complex procedures of 
purifications, so this kind of biocatalysts is cost effective 
since the biomass can be directly utilized in the reaction 
(Stergiou et al., 2013). In addition, the cell structure may 
act as natural matrix protecting the enzymes from the 
possible negative action of external agents. On the other 
hand, the selection of an appropriated fermentation tech-
nique as well as the optimization of culture conditions for 
the production of an industrially important target product 
must be done to ensure good yields and quality (Panda 
and Gowrishankar, 2005). 

In our laboratory, the purification and characterization of 
esterases and lipases from both spore-forming bacteria 
and filamentous fungi were evaluated. In addition, the 
enzymatic synthesis of isoamy acetate and ethyl steareate 
were also explored (Baigorí et al., 1996; Torres et al., 
2009; Romero et al., 2012). In this work, hydrolytic and 
synthetic activities of esterases produced by Bacillus sp 
A60 isolated from an oil contaminated soil were reported. 
Some aspects of the enzyme production were also 
analyzed. 
 
 

MATERIALS AND METHODS 

 
Microorganisms and fermentation conditions 
 
Bacteria were isolated from different sources such as soils 
contaminated with hydrocarbons and soils from a river cost in the 
North West of Argentine. Soil suspensions were heated at 80°C for 
15 min, plated on Luria-Bertani (LB) agar and incubated at 37°C. 
Liquid cultures were carried out in flasks of 125 ml containing 10 ml 
of LB medium on an orbital shaker at 37°C. The reference strain 
Bacillus subtilis 1A571 (Lindgren and Rutberg, 1974), a derivative 
of B. subtilis wild-type strain 168 (trp C2), was kindly provided by 
the Bacillus Genetic Stock Center, Columbus, Ohio. 

 
 
Screening of esterase-producing spore-forming 
microorganisms 

 
Separated colonies of isolated bacteria were grown 48 h on LB agar 
at 37°C. The enzyme activity was studied by pouring the plates with 
α-naphtil acetate and Fast Blue dissolved in 50 mM phosphate 
buffer pH 7 supplemented with 0.75% agar. A brown halo around 
the colonies was considered as a positive result for extracellular 
enzyme activity. The ratio between the diameter of each colony and 
the corresponding hydrolysis halo (RatioC/H) was evaluated as an 
indicator of the strains efficiency to produce an esterase activity; the 
values ranged from 0 to 1, and the highest level of enzymatic 
activity was the nearest to 0. 
 
 

Identification of the spore-forming strain A60 
 

Phenotypic characterization 

 
Gram staining, motility assays, catalase test and starch hydrolysis 
were performed using standards protocols. Growth at different pH 
values, temperatures, NaCl concentrations, and motility were 
carried out as described by Garrity et al. (2005). The API 50 CHB 
system  (bioMérieux)  was  used  according  to  the  manufacturer’s 
instructions. Zymograms were performed in native- polyacrylamide 
gel electrophoresis (PAGE) using a 10% polyacrylamide gel (Davis, 

 
 
 
 
1964). 
 
 
Molecular characterization 
 
Total DNA was extracted from cells harvested in the mid-expo-
nential growth phase as described by Miller (1972). Polymerase 
chain reaction (PCR) amplification was performed in a 25 µl 
reaction mix containing 2.5 µl 10X STR reaction buffer (Promega), 
20 ng total DNA, 0.5 µM of each primer and 1 U of Taq DNA 
polymerase (Promega). Primers 27 F (5´-
AGAGTTTGATCMTGGCTCAG-3´) and 1492 R (5´-
GGTTACCTTGTTACGACTT-3´) were used to generate partial 
sequences of 16S rDNA. Samples were amplified as follows: 5 min 
at 94°C; 35 cycles of 1 min at 94°C, 2 min at 50°C and 2 min at 
72°C, and at the end, 7 min at 72°C for final extension. PCR 
products were analyzed by electrophoresis in 2% (wt/vol) agarose 
gels. DNA sequencing was carried out by Macrogen Services. 
Sequences were compared and aligned with those from the 
GenBank database with BLAST software. The method of Jukes and 
Cantor (1969) was used to calculate evolutionary distances. 
Phylogenetic dendrogram was constructed with the neighbor-joining 
method, and tree topology was evaluated by performing bootstrap 
analysis of 1000 data sets using MEGA 4 software 
(http://www.megasoftware.net/). Partial nucleotide sequence of the 
16S rDNA gene of Bacillus sp. A60 was deposited in GenBank 
database under accession number EF513611. 
 
 
Substrate specificity of esterase activity on LB agar plates 
 
The selected strain Bacillus sp. A60 as well as the reference strain 
B. subtilis 1A571 were grown 48 h on LB agar at 37°C. The sub-
strate specificity of the hydrolytic activity was also studied by 
pouring the plates with α-naphtil derivatives (α-acetate, α-propio-
nate, α-caproate, α-laurate, α-miristate, α-palmitate and α-stearate) 
as described for screening assays. 
 
 

Determination of hydrolytic activity 
 
Hydrolytic activity was measured spectrophotometrically at 405 nm 
by using p-nitrophenyl acetate (pNPA) as substrate. All assays 
were performed at 37°C, and controls were included in which no 
enzyme or no substrate was added. One unit of enzyme activity (U) 
was defined as the amount of enzyme that released 1 μmol of p-
nitro phenol per min. For extracellular hydrolytic activity, specific 
activity was expressed as U per mg of protein. Protein concen-
tration was determined with Bradford (1976) reagent. For cell-bound 
hydrolytic activity determination, cell pellets were washed twice with 
50 mM phosphate buffer pH 7, centrifuged and resuspended in the 
reaction mixture. The reaction was shaken at 150 rpm, and the 
absorbance of the supernatant was then measured. Specific activity 
was expressed as U per mg dry weight. 
 
 

Determination of synthetic activity 
 
Ester synthesis was performed with either entrapped culture 
supernatant in polyacrylamide gels or dried cells. In the first case, 
4.25 ml of culture supernatant were added to a solution containing 
0.75 ml of acrylamide-bis acrylamide (30:0.8), 20 μl of ammonium 
persulfate solution (0.1 g/ml) and 6 μl of TEMED solution. Poly-
merization was performed on a 1 mm width glass case. Pieces of 
gel (1 x 1 cm) were then cut and used for enzymatic synthesis. 
Ester synthesis was  also  evaluated  in  the  presence  of  microbial 
biomass; in this experiment, the cells were first washed with n-
hexane. Then, 1 mg of cells as well as a gel slice were resuspended



 

Loto et al.          6627 
 
 
 

Table 1. Medium composition tested for esterase activity. 
 

Medium NaCl (g/l) Yeast extract (g/l) Tryptone (g/l) 

1 0 5.0 10.0 

2 5.0 5.0 10.0 

3 12.5 5.0 10.0 

4 10.0 5.0 0 

5 10.0 5.0 5.0 

6 10.0 5.0 12.5 

7 10.0 0 10.0 

8 10.0 2.5 10.0 

9 10.0 7.5 10.0 

10 (LB)
a
 10.0 5.0 10.0 

 
a
LB, Luria Bertani medium. 

 
 
 

in 10 ml of n-hexane containing 20 mM of acetic acid and an excess 
of ethanol. Reactions were incubated at 37°C on an orbital shaker 
at 150 rpm. After a reaction time of 24 h, the residual acid content 
was determined by titration with a 0.1 N sodium hydroxide solution. 
The molar conversion was determined from the values obtained for 
the blank and the test samples. Qualitative analysis of ethyl acetate 
production was carried out by thin layer chromatography (TLC) 
using silica gel 60 as support and chloroform as developing solvent. 
Spots were visualized in iodine vapor. All assays were carried out at 
least in duplicate. 
 
 

Effect of LB components on Bacillus sp. A60 growth and 
hydrolytic esterase production 
 

Different concentrations of LB components were evaluated. The 
proportions of the components were varied once at a time as 
detailed in Table 1. All experiments were carried out in triplicate and 
average values of specific hydrolytic esterase activity as well as 
biomass were calculated. 
 
 

Statistical analysis 
 

Statistical analyses was performed using the Minitab (version 14; 
Minitab Inc) software for windows. Statistical significance values of 
the means were evaluated using a one-way analysis of variance. 
Subsequent comparisons were performed using Tukey’s post-hoc 
test. Results were presented as the mean ± SD. Differences were 
accepted as significant when P<0.05. 

 
 

RESULTS AND DISCUSSION 
 

Isolation and selection of the indigenous spore-
forming strain A60 
 

A total of 44 spore-forming bacteria showing esterase 
activity in LB agar were isolated from natural environ-
ments. Thirty-four strains (78%) showed both, extracellu-
lar and biomass-bound esterase activity (Figure 1a,b), 
and 10 strains (22%) only displayed a biomass-bound 
esterase activity (Figure 1c). Interestingly, considering 
the ratio between the diameter of each colony and the 
corresponding hydrolysis halo, 17 strains were better pro-
ducers than the reference strain B. subtilis 1A571 (Table 2). 

 1 

Figure 1 2 
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Figure 1. Hydrolytic esterase activity on 
LB agar plate. Esterase activity was 
detected using 1.3 mM of α-naphthyl 
acetate (C2) and 1 mM Fast Blue RR 
dissolved in 50 mM phosphate buffer pH 
7. a, Bacillus subtilis 1A571; b, Bacillus 
sp. A60; c, Bacillus sp. M2. Scale: 2 cm. 

 
 
 

Esterases from this species hydrolyze different 
substrates as antibiotic esters, and were utilized in chiral 
drug resolution, among other applications (Bornscheuer, 
2002). In our study, the most promising strain named A60 
showed the lowest colony diameter to halo diameter ratio 
(RatioC/H = 0.33), and was then selected for further studies.  
 
 

Phenotypic and molecular characterization of 
Bacillus sp. A60 
 

The spore-forming strain A60 stained Gram-positively 
and formed central oval spores. Growth was observed at 
pH 5.8, not at pH 10, and the strain was able to grow in 
LB agar supplemented with 7, 10 and 15% NaCl. Maxi-
mum growth temperature was 55°C. According to API 
50CH system, carbohydrates fermented were: Glycerol, 
ribose, D-glucose, D-fructose, N-acetyl-glucosamine,
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Table 2. Ratio between the diameter of each isolated colony and the corresponding 
hydrolysis halo produced by an esterase activity (RatioC/H). 

 

Strain RatioC/H Strain RatioC/H 

A6 0.7 A34 1.00 

A7 0.64 A35 1.00 

A8 0.49 A36 0.46 

A9 0.56 A37 0.40 

A10 0.6 A38 0.40 

A11 0.62 A39 0.58 

A12 0.63 A41 0.35 

A13 0.35 A43 0.40 

A15 1.00 A45 0.64 

A16 0.35 A46 0.70 

A18 0.38 A49 0.40 

A19 0.5 A52 0.40 

A20 0.8 A59 0.57 

A23 0.42 A60 0.33 

A24 1.00 A61 1.00 

A25 0.35 M1 1.00 

A26 0.4 M2 1.00 

A27 0.52 M5 1.00 

A28 0.56 M15 0.44 

A30 0.37 M19 0.38 

A31 1.00 M27 0.40 

A32 0.57 1A571 0.42 

A33 1.00   
 
 
 

amygdaline, arbutine, esculine, salicine, cellobiose, mal-
tose, saccharose, trehalose, starch, glycogene and genti-
obiose. Phenotypic analyses and morphological charac-
teristics strongly suggested A60 strain as B. subtilis.  

Additionally, the partial sequencing of 16S rDNA gene 
confirmed the biochemical and morphological charac-
terization. Basic Alignment Search Tool (BLAST) search 
and alignment analyses showed a similarity of 99% to B. 
subtilis subsp. subtilis str. 168. The phylogenetic tree is 
shown in Figure 2. It is important to mention the biotech-
nological importance of B. subtilis as an organism which 
lacks of toxicity (considered generally regarded as safe 
(GRAS) by FDA, USA). Moreover, it is recognized as a 
source of different metabolites potentially useful in food 
and detergent industry, pharmaceutical and health tech-
nologies and agriculture products (Harwood and Wipat, 
1996; Schallmey et al., 2004). 
 
 
Hydrolytic esterase activity from Bacillus sp. A60 
 
The substrate specificity of the hydrolytic activities pro- 
duced in LB agar by Bacillus sp. A60 as well as by the 
reference strain B. subtilis 1A571 was compared. Both 
esterase activities were able to hydrolyze acetate, pro-
pionate and caproate α-naphthyl derivatives. However, 

only the esterase from Bacillus sp A60 was capable to 
hydrolyze the laurate derivative. In addition, none of them 
were able to hydrolyze chromogenic substrates with 
longer carbon chains. These results strongly suggested 
that the enzyme activity produced by Bacillus sp. A60 
corresponds to an esterase activity (Bornscheuer, 2002). 
Specificity of esterase from Bacillus sp. A60 as well as 
the esterase specificity reported from Bacillus sp. 4 
(Ateslier and Metin, 2006) were different to that from the 
reference strain and other known esterases, which com-
monly showed no activity on substrates with chains lon-
ger than 10 carbons. However, it cannot be ruled out that 
other proteins or carbohydrates originating from the culture 
broth could contribute to a more robust catalytic system. 

Zymograms of Bacillus sp. A60 supernatant showed 
two bands of activity with apparent molecular weights of 
101.35 ± 0.31 and 50.10 ± 0.07 kDa, respectively (Figure 
3). Higerd and Spizizen (1973) also reported two acetyl 
esterases from B. subtilis 168 extracts. By employing gel 
filtration chromatography, the estimated molecular weights 
for these esterases, named A and B, are 160,000 and 
51,000, respectively. Finally, no significant difference was 
detected between the hydrolytic activities of the both 
whole cell biocatalysts tested. However, the supernatant 
activity obtained from Bacillus sp. A60 almost doubled 
that obtained from reference B. subtilis 1A571 (Table 3).
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Bacillus subtilis A60 (EF513611.1) 

 B. subtilis KU201-7 (EU557030.1) 
 

 B. subtilis GH38 (AB301009.1) 
 

 B. subtilis subsp. subtilis CICC 10076 (GQ375227.1) 

 B. subtilis subsp. subtilis str. 168 (AL009126) 

 Bacillus cereus ATCC53522 (AF290551.1) 

74 

95 

67 

0.01 

Bacillus subtilis A60 (EF513611.1) 

 
 

Figure 2. Neighbor-joining phylogenetic tree of partial 16S rDNA sequences. The method of Jukes and Cantor was used to 
calculate evolutionary distances, and tree topology was constructed using MEGA 4. Bootstrap values (n = 1000 replicates) 
were indicated at the nodes. Scale bar represents observed number of changes per nucleotide position. In parenthesis, 
accession numbers of the reference strains 16S rDNA sequences. 

 
 
 

Table 3. Comparison of hydrolytic and synthetic activities from supernatant and whole cells between Bacillus sp. A60 
and the reference strain B. subtilis 1A571. 

 

Reaction Biocatalyst Bacillus sp. A60 B. subtilis 1A571 

Hydrolysis Supernatant  2.67 ± 0.11 (a) 1.62 ± 0.08 (b) 

(U/mg) Whole cell 7.07 ± 0.09 (a) 6.94 ± 0.75 (a) 

Synthesis Supernatant  88 ± 0 (a) 74.5 ± 0.35 (b) 

(% conversion) Whole cell 55.58 ± 0.78 (a) 66.47 ± 0 (b) 
 

Values across lines followed by the same letters do not differ significantly (p<0.05). 
 
 
 

Synthetic reactions catalyzed by culture 
supernatants and whole cells 
 
One of the process for producing ethyl acetate is by 
esterification of ethanol with acetic acid. As shown in 
Table 3, enzymatic esterifications of ethanol with acetic 
acid in n-hexane using several biocatalysts preparations 
were investigated. The immobilized supernatant of 
Bacillus sp A60 had a better performance (88.0% of 
conversion) than that of B. subtilis 1A571 (74.50% of 
conversion) (p<0.0001). In contrast, whole cells of B. 
subtilis 1A571 showed a higher level of conversion 
(66.47%) than those of Bacillus sp. A60 (55.58%). In 
addition, the TLC profiles of synthetic reactions showed a 
new spot that could correspond to the ethyl acetate 
production (data not shown). It is interesting to note that 
although a high tolerance towards organic solvents has 
been described for B. subtilis 168 (Kataoka et al., 2011), 
the proposed biotransformation catalyzed by either 
immobilized supernatant or whole cells from B. subtilis 
1A571 constitutes an important contribution to the know-
ledge of this reference strain. 

Concerning the enzymatic synthesis of ethyl acetate, 
the conversions obtained in this work were similar to or 
higher than those reported in some chemical processes 

such as the ethanol dehydrogenation to ethyl acetate by 
using copper and copper chromite (Santacesaria et al., 
2012) or Cu-Zn-Zr-Al-O (Inui et al., 2004) as catalysts. 
 
 
Effect of medium components on Bacillus sp. A60 
growth and hydrolytic esterase production 
 
Esterase production requires complex nitrogen and carbon 
sources and its appropriate type and concentration differ 
from organism to organism (Kademi et al., 1999). To 
efficiently utilize Bacillus sp. A60 as a biocatalyst, high 
biomass density and high esterase activity would be 
necessary. In our assays, the concentrations of the com-
ponents of LB medium were varied in order to determine 
any effect on either growth or hydrolytic esterase activity 
produced by Bacillus sp. A60. As shown in Figure 4, the 
nutrient media composition strongly affected both growth 
and enzyme activity under study. As expected, the LB 
medium represented the right proportions for growth. 
Concerning the extracellular esterase production, it was 
increased as the concentration of either tryptone or yeast 
extract increased. Others authors have obtained similar 
results, where tryptone and yeast extract act as enhan-
cers for esterase and lipase production, without a growth
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Figure 3. Native-PAGE using 10 % 
polyacrylamide gel revealed for 
esterase activity. Lane 1, Bacillus 
sp. A60 supernatant; MW, 
molecular weight maker. 
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Figure 4. Effect of medium components on Bacillus sp. A60 
growth and hydrolytic esterase production. 
 
 
 

correlation (Kademi et al., 1999; Mimura and Nagata, 
1998). Under our assay conditions, the effect of yeast 
extract was the most notorious; its absence meant slower 
growth and lower esterase hydrolytic activity. Adding 
yeast extract involved the recovery of both parameters, 
especially the esterase hydrolytic activity. On the other 
hand, according to its halotolerant condition, the pre-
sence of NaCl influenced positively on the production of 
the esterase activity. This is an interesting issue, since 
high concentration of NaCl could have an effect of 
thermal protection, as described for Brevibacterium sp. 
(Mimura and Nagata, 1998). For these reasons it is possible 
to improve the esterase activity of Bacillus sp.A60 by 
selecting appropriate concentration of the culture medium. 
These results combined with the previous ones prove the 

 
 
 
 
potential utility of esterases from Bacillus sp. A60 with a 
great application in food and chemical industries. 
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Oil sludge is a thick viscous mixture of sediments, water, oil and hydrocarbons, encountered during 
crude oil refining, cleaning of oil storage vessels and waste treatment. Polycyclic aromatic 
hydrocarbons (PAHs), which are components of crude oil sludge, constitute serious environmental 
concerns, as many of them are cytotoxic, mutagenic and potentially carcinogenic. Improper 
management and disposal of oil sludge causes environmental pollution. The adverse effects of oil 
sludge on soil ecology and fertility have been of growing interest among environmental scientist and an 
important consideration in the development of efficient technologies for remediation of contaminated 
land, with a view to making such land available for further use. Oil sludge can be treated by several 
methods such as physical, chemical and biological processes. The biological processes are mostly 
cost effective and environmentally friendly, as they are easy to design and implement, as such they are 
more acceptable to the public. Compost, the product of biological breakdown of organic matter is a rich 
source of hydrocarbon-degrading microorganisms such as bacteria and fungi. These microorganisms 
can degrade the oil sludge to less toxic compounds such as carbon dioxide, water and salts. Compost 
bioremediation, the application of composting in remediation of contaminated environment, is 
beginning to gain popularity among remediation scientists. The success or failure of compost 
bioremediation depends on a number of factors such as nutrients, pH, moisture, aeration and 
temperature within the compost pile. The bioavailability and biodegradability of the substrate to the 
degrading microorganisms also contributes to the success of the bioremediation process. This is a 
review on the biological remediation technologies employed in the treatment oil sludge. It further 
assesses the feasibility of using compost technology for the treatment of oil sludge, as a better, faster 
and more cost effective option. 
 
Key words: Biodegradation, bioremediation, composting, oil sludge, polycyclic aromatic hydrocarbons (PAHs).  

 
 
INTRODUCTION 
 
Oil sludge is a thick, viscous mixture of sediments, water, 
oil and high hydrocarbon concentration, encountered 
during crude oil refining, cleaning of oil storage vessels 
and refinery-wastewater treatment. The chemical 

composition of oil sludge is complex and depends on the 
source. Oil sludge is mainly composed of alkanes, 
aromatics, asphaltenes and resin (Diallo et al., 2000). It 
has high content of aromatic hydrocarbons in the range
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of 1 - 40 carbon atoms (US EPA, 1997).The two major 
sources of oil sludge are oil storage tanks and refinery-
wastewater treatment plants (Shie et al., 2004; Wang et 
al., 2010). Oil sludge found in crude oil storage tanks is 
typically made up of sulphides, phenols, heavy metals, 
aliphatic and polycyclic aromatic hydrocarbons (PAHs) of 
4, 5, 6 and more rings, in over  10-20 fold concentration 
(Li et al., 1995). More than 90% of oil sludge material is 
composed of paraffin, asphaltenes and aromatic hydro-
carbon mixtures. Paraffins are saturated hydrocarbon 
(alkanes) that have the general formula CnH2n+2 and can 
either be straight chains (n-paraffins) or branched chains 
(isoparaffins). Asphaltenes are polycyclic aromatic 
clusters, substituted with varying alkyl side chain.  

Aromatics hydrocarbons are unsaturated ring type 
(complex polycyclic of three or more fused aromatic 
rings) compounds, which reacts readily because they 
have carbon atoms that are deficient in hydrogen. All 
aromatics hydrocarbons have at least one benzene ring 
as part of their molecular structure. These components 
are highly recalcitrant under normal conditions. Such 
characteristics are attributed to their strong molecular 
bonds, high molecular weights, hydrophobicity and 
relative low solubility in water. 

Oil sludge has been classified by the United States 
Environmental Protection Agency (US EPA) as a 
hazardous organic complex (US EPA, 1997; Liu et al., 
2010). This contaminant enters the environment as a 
result of human activities, which includes deliberate 
dumping, improper treatments and management, 
storage, transportation and landfill disposal. This calls for 
concern because many of the oil sludge components 
have been found to be cytotoxic, mutagenic and 
potentially carcinogenic (Bojes and Pope, 2007).  

The environmental impact of oil sludge contamination 
includes physical and chemical alteration of natural 
habitats, lethal and sub-lethal toxic effects on aquatics 
and terrestrial ecosystem. Oil sludge contains volatile 
organic carbons (VOCs) and semivolatile organic 
carbons (SVOCs) (for example, PAHs) which over the 
years have been reported as being genotoxic (Mishra et 
al., 2001; Bach et al., 2005; Bojes and Pope, 2007). They 
have cumulative effect on the central nervous system 
(CNS) leading to dizziness, tiredness loss of memory and 
headache, and the effect depends on duration of 
exposure.  

In severe cases, PAH metabolism in human body 
produces epoxide compounds with mutagenic and 
carcinogenic properties that affects the skin, blood, 
immune system, liver, spleen, kidney, lungs, developing 
foetus, it also causes weight loss (TERA, 2008; API, 
2008; Sidney, 2008; Bayoumi, 2009). However, environ-
mental regulations in many parts of the world have 
stressed on the necessity to decrease emission of volatile 
organic compounds as well as PAHs, and have placed 
more restriction on land disposal of oil sludge (Mahmoud, 
2004). 
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SOME IMPORTANT COMPOUNDS PRESENT IN OIL-
REFINERY-SLUDGE 
 

Some important PAHs of environmental concern present 
in oil sludge include Naphthalene, 1-methyl naphthalene, 
2-methyl naphthalene, acenaphthylene, acenaphthene, 
fluorene, anthracene, phenanthrene, fluoranthene, 
pyrene, chrysene, benzo[a]anthracene, 
benzo[b]fluoranthene, benzo[k]fluoranthene, 
benzo[a]pyrene and  indenol(1,2,3-cd)pyrene. These 
PAHs which may be acute or chronic hazardous organic 
compounds are present in substantial quantities in oil 
sludge and are susceptible to microbial degradation 
(Gibson and Subramanian, 1984; Mueller et al., 1991; 
Field et al., 1992; Sutherland et al., 1995). Below are the 
catabolic pathways by aerobic bacteria for some of the 
PAHs. 
 
 

Naphthalene  
 

It is an aromatic hydrocarbon, with molecular formula 
C10H8 and the structure of two fused benzene rings. 
Biodegradation of naphthalene involves the microbial 
utilization of naphthalene as described by Gibson and 
Subramanian (1984) and documented in a catabolic 
pathway as shown in Figure 1 (Ri-He et al., 2008). The 
initial reaction in the bacterial oxidation of naphthalene 
involves the formation of dihydrodiol intermediates. 
Bacteria oxidised naphthalene to D-trans-1, 2-dihydroxy-
1, 2-dihydronaphthalene (Gibson and Subramanian, 
1984). Bacteria utilises a dioxygenase reaction to initiate 
the degradation of naphthalene, a reaction which is 
further catalysed by dehydrogenase to give 1, 2-
dihydroxynaphthalene (Gibson and Subramanian, 1984; 
Sutherland et al., 1995). 
 
 

Phenanthrene  
 

Phenanthrene is a polycyclic aromatic hydrocarbon 
composed of three fused benzene rings. Many species of 
bacteria found in soil are capable of utilising 
phenanthrene as a growth substrate. The degradation of 
this compound by bacteria follows an oxidative pathway 
(Gibson and Subramanian, 1984; Sutherland et al., 
1995).  Bacteria can oxidise phenanthrene to cis-1, 2-
dihydroxy-1,2-dihydrophenanthrene, which forms 1,2-
dihydrophenanthrene when it undergoes enzymatic 
dehydrogenation. The compounds can be oxidised 
further to 1-hydroxy-2-naphthoic acid, 2-carboxyben-
zaldehyde, o-phthalic acid, protocatechuic acid as shown 
in Figure 2 (Ri-He et al., 2008). 
 
 

Pyrene  
 

Pyrene is a PAH consisting of four fused benzene rings. 
It is the smallest peri-fused PAH (the rings are fused 
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Figure 1. Proposed catabolic pathways of naphthalene by aerobic bacteria. The compounds are 1, Naphthalene; 2, cis-1,2- 
dihydroxy-1,2-dihydronaphthalene (cis-naphthalene dihydrodiol); 3, 1,2-dihydroxynaphthalene; 4, 2-hydroxy-2H-chromene-2-
carboxylic acid; 5, trans-o-hydroxybenzylidenepyruvic acid; 6, salicylaldehyde; 7, salicylic acid; 8, gentisic acid; 9, maleylpyruvic 
acid; 10, fumarylpyruvic acid; 11, pyruvic acid; 12, fumaric acid; 13, catechol; 14, cis,cis-muconic acid; 15, β-ketoadipic acid; 16, 
β-ketoadipyl-CoA; 17, succiny-CoA; 18, acetyl-CoA; 19, 2-hydroxymuconic-semialdehyde; 20, 2- hydroxymuconic acid; 21, 4-
oxalocrotonic acid; 22, 2-oxo-4-pentenoic acid; 23, 4-hydroxy-2-oxovaleric acid; 24, acetaldehyde. The enzymes involved in 
each reaction step are naphthalene dioxygenase (NahAaAbAcAd) (step A1), cis-naphthalene dihydrodiol dehydrogenase 
(NahB) (A2), 1,2-dihydronaphthalene dioxygenase (NahC) (A3), 2-hydroxy-2H-chromene-2-carboxylate isomerise (NahD) (A4), 
trans-o-hydroxybenzylidenepyruvic hydratase-aldolase (NahE) (A5), salicylaldehyde dehydrogenase (NahF) (A6), salicylate 5-
hydroxylase (NagGHAaAb) (A7), gentisate 1,2-dioxygenase (Nahl) (A8), maleylpyruvate isomerise (NagL) (A9), fumarylpyruvate 
hydrolase (NagK) (A10), salicylylate hydroxylase (NahG) (A11), catechol1,2-dioxygenase (A12), β-ketoadipate:succinyl-CoA 
transferase (A13), β-ketoadipyl-CoA thiolase (A14), catechol 2,3-dioxygenase (NahH) (A15), hydroxymuconic-semialdehyde 
dehydrogenase (Nahl) (A16), 4-oxalocrotonate isermerase (NahJ) (A17), 4-oxalocrotonate decarboxylase (NahK) (A18), 
hydroxymuconic-semialdehyde hydrolase (NahN) (A19), 2-oxo-4-pentenoate hydratase (NahL) (A20), 2-oxo-4-
hydroxypentennoate aldolase (NahM) (A21) and acetaldehyde hydrogenase (NahO) (22) (Ri-He et al., 2008). 

 
 
 

through more than one face). Many microorganisms have 
shown the capability of utilising four ringed aromatic 
hydrocarbons such as pyrene (Heitkamp et al., 1988b; 

Meyer and Steinhart, 2001). Bacteria such as 
Rhodococcus sp.  strain UW1 are capable of growing on 
pyrene as sole carbon source (Walter et al., 1991). This 
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Figure 2. Proposed catabolic pathways of phenanthrene by aerobic bacteria. The compounds are 1, Phenanthrene; 2, cis -1,2-dihydroxy-
1,2-dihydrophenanthrene; 3, 1,2-dihydroxyphenanthrene; 4, 2-[(E)-2-carboxyvinyl]-1-naphthoic acid; 5, trans-4-(2-hydroxynaph-1-yl)-2-
oxobut-3-enoic acid; 6, 5,6-benzocoumarin; 7, 2-hydroxy-1-naphthoic acid; 8, naphthalene-1,2-dicarboxylic acid; 9, cis-3,4-dihydroxy-3,4-
dihydrophenanthrene; 10, 3,4-dihydroxyphenanthrene; 11, 1-[(E)-2-carboxyvinyl]-2-naphthoic acid; 12, trans-4-(1-hydroxynaph-2-yl)-2-
oxobut-3-enoic acid; 13, 1-hydroxy-2-naphthoic acid; 14, 7,8-benzocoumarin; 15, 1,2-dihydroxynaphthalene; 16, 2-hydroxy-2H-chromene-
2-carboxylic acid; 17; trans-o-hydroxybenzalpyruvic acid; 18, salicylaldehyde;  19, salyclic acid; 20, trans-2-carboxybenzalpyruvic acid; 
21, 2-carboxybenzaldehyde; 22, o-phthalic acid; 23, protocatechuic acid; 24, cis-9,10-dihydroxy-1,2-dihydrophenanthrene; 25, 2,2

/
-

diphenic acid (Ri-He et al., 2008). 
 
 
 
organism was found to mineralize up to 72% of pyrene to 
CO2 within two weeks. Three percent of the labelled 
carbon was found in the organic phase and 25% was 
present as water-soluble metabolites in the aqueous 

phase. Pyrene-4, 5-dihydrodiol was identified as the initial 
ring oxidation product and 4-phenanthroic acid as the 
major metabolite of the degradation of pyrene by a 
Mycobacterium spp (Heitkamp et al., 1988b). Also, a 
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Figure 3. Proposed catabolic pathways of pyrene by aerobic bacteria. The compounds are 1, Pyrene; 2, cis-1,2-dihydroxy-1,2-
dihydropyrene; 3, 1,2-dihydroxypyrene; 4, 4-hydroxyperinaphthenone; 5, 1,2-dimethoxypyrene; 6, cis-4,5-dihydroxy-4,5-
dihydropyrene; 7, P2,4,5-dihydroxypyrene; 8, phenanthrene-4,5-dicarboxylate;  9, phenanthrene-4-dicarboxylate; 10, cis-3,4-
dihydroxyphenanthrene-4-carboxylate; 11, 3,4-dihydroxyphenanthrene; 12, 1-hydroxy-2-naphthoate; 13, trans-2

/
-

carboxybenzalpyruvate; 14, phthalate; 15, 1,2-dihydroxynaphtharene; 16, cinnamic acid; 17, trans-4,5-dihydroxy-4,5-dihydropyrene; 
18, 6,6

/
-dihydroxy-2,2

/
-biphenyl dicarboxylic acid; 19, pyrene-4,5-dione (Ri-He et al., 2008). 

 
 
 
proposed catabolic pathway of pyrene by aerobic 
bacteria has been suggested as shown in Figure 3 (Vila 
et al., 2001; Liang et al., 2006; Ri-He et al., 2008). 

Fluorene  
 
Fluorene is a polycyclic aromatic hydrocarbon and has
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Figure 4. Proposed catabolic pathways of fluorene by aerobic bacteria. The compounds are 1, Fluorine; 2, cis-1,2-dihydroxy-1,2-
dihydrofluorene; 3, 1,2-dihydroxy fluorine; 4, 2-indanone; 5, 3-isochromanone; 6, cis-3,4-dihydroxy-3,4-dihydrofluorene; 7, 3,4-
dihydroxyfluorene; 8, 1-indanone; 9, 3,4-dihydrocoumarin; 10, 3-(2-hydroxyphenyl) propionic acid; 11, salicylic acid; 12, 9-fluorenol; 13, 
9-fluorenone; 14, 1,1a-dihydroxy-1-hydro-9-fluorenone; 15, 2/-carboxy-2,3-dihydroxybiphenyl; 16, phthalic acid; 17, 4,5-
dihydroxyphthalate; 18, protocatechuic acid; 19, 1,2-dihydro-1,2dihydroxy-9-fluorenone; 20, 8-hydrixy-3,4-benzocoumarin (Ri-He et al., 
2008). 

 
 
 

been found to be susceptible to microbial degradation to 
varying extents. (Gibson and Subramanian, 1984; 
Mueller et al., 1991; Field et al., 1992; Sutherland et al., 
1995).  

The  initial  attack  on  fluorene  is  catalysed by  dioxy- 

genase to yield 9-fluorenol and 1, 1a-dihydroxy-1-hydro-
9-fluorenone. The catabolic pathway for fluorene degra-
dation has been proposed as shown in Figure 4 (Kasuga 
et al., 2001; Wattiau et al., 2001; Habe et al., 2004; Ri-He 
et al., 2008). 
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Figure 5. Proposed catabolic pathways of fluoranthene by aerobic bacteria. The compounds are 1, Fluoranthene; 2, 
7,8-dihydroxy fluoranthene; 3, 7-methoxy-8-hydroxy-fluoranthene; 4, (2Z,4Z)-2-hydroxy-4-(2-oxoacenaphthylen-1(2H)-
ylidene) but-2-enoic acid; 5, 1-acenaphthenone-2-carboxylic acid; 6, acenaphthylene-1(2H)- one; 7,1H,3H-benzo[de] 
isochromen-1-one; 8, acenaphthylen-1-ol; 9, acenaphthylen-1,2-diol; 10, naphthalene-1,8-dicarboxylic acid; 11, 2-
(hydroxymethy)-acenaphthylene-1-carboxylic acid; 12, 2-formylacenaphthylene-1-carboxylic acid; 13, 1,2-
dihydroacenaphthylene-1,2-diol; 14, 2,3-dihydroxy fluoranthene; 15, 1,2-dihydroxy fluoranthene; 16,   (9E)-9-
(carboxymethylene)-9H-fluorene-1-carboxylic acid; 17, 9-fluorenone-1-carboxylic acid; 18, 9-hydroxy-9H-fluorene-1-
carboxylic acid; 19, 9-fluorenone; 20, 9-hydroxyfluorene; 21, 1,2,3-benzene-tricarboxylic acid; 22, 
monohydroxyfluoranthene; 23, phthalic acid (Ri-He et al., 2008). 

 
 
 
Fluoranthene  
 
This is a polycyclic aromatic hydrocarbon consisting of 
naphthalene and it is a four fused benzene ring. Many 
microorganisms showed the capability of utilising 

fluoranthene (Heitkamp et al., 1988a; Meyer and 
Steinhart, 2001). The catabolic pathway describing the 
biodegradation of fluoranthene by M. vanbaalenii PYR-1, 
initiated by mono-and deoxygenated reactions has been 
discovered recently, Figure 5 (Ri-He et al., 2008). 
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Figure 6. Proposed catabolic pathway of benzo[a]pyrene by aerobic bacteria. the compounds are 1, Benzo[a]pyrene; 2, 
benzo[a]pyrene-11,12-epoxide; 3, trans-benzo[a]pyrene-11,12-dihydrodiol; 4, cis-benzo[a]pyrene-11,12-dihydrodiol; 5, 
11,12-dihydroxy-benzo[a]pyrene; 6, hydroxymethoxybenzo[a]pyrene; 7, dimethoxybenzo[a]pyrene; 8, cis-
benzo[a]pyrene-4,5-dihydrodiol; 9, 4,.5-dihydroxy-benzo[a]pyrene; 10, 4-formylchrysene-5-carboxylic acid; 11, 4,5-
chrysene-dicarboxylic acid; 12, chrysene-4(5)-carboxylic acid; 13, cis-benzo[a]pyrene-9,10-dihydrodiol; 14, 9,10-
dihydroxy-benzo[a]pyrene; 15, cis-4-(8-hydroxypyrene-7-yl)-2oxobut-3-enoic acid; 16, pyrene-8-hydroxy-7-aldehyde; 17, 
pyrene-8-hydroxy-7-carboxylic acid; 18, cis-benzo[a]pyrene-7,8-dihydrodiol; 19, 7,8-dihydroxy-benzo[a]pyrene; 20, cis-4-
(7-hydroxypyrene-8-yl)-2-oxobut-3-enoic acid; 21, pyrene-7-hydroxy-8-aldehyde; 22, pyrene-7-hydroxy-8-carboxylic acid 
(Ri-He et al., 2008). 

 
 
 
Benzo[a]pyrene  
 
This is a five ring polycyclic aromatic hydrocarbon 
(C20H12) whose metabolites are mutagenic and highly 
carcinogenic (Le Marchand et al., 2002). Benzo[a]pyrene 
can be oxidised by different microorganisms to various  

metabolites, which include: trans-7, 8-dihydroxy-7, 8-
dihydrobenzo[a]pyrene, 3-hydroxybenzo[a]pyrene and 9-
hydroxybenzo[a]pyrene, trans-9,10-dihydroxy-9,10-
dihydrobenzo[a]pyrene, benzo[a]pyrene-1,6-quinone, 
benzo[a]pyrene-3,6-quinone Figure 6 (Gibson and 
Subramanian, 1984; Cerniglia et al., 1992; Ri-He et al.,
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Figure 7. Proposed catabolic pathways of anthracene by aerobic bacteria. the compounds are 1, Anthracene; 2, 
anthracene-9,10-dihydrodiol; 3, 9,10-dihydroxyanthracene; 4, 9,10-anthraquinone; 5,  cis-1,2-dihydroxy-1,2-
dihydroanthracene; 6, 1,2-dihydroxyanthracene; 7, cis-4-(2-hydroxynaphth-3-yl)-2-oxobut-3-enoic acid; 8, 2-hydroxy-
3-naphthoic acid; 9, 6,7-benzocoumarin; 10, o-phthalic acid; 11, protocatechuic acid; 12, 1-methoxy-2-
hydroxyanthracene; 13, and 3-(-2carboxyvinyl)-napthalene-2-carboxylic acid (Ri-He et al., 2008). 

 
 
 

2008). 
 
 
Anthracene  
 
This is a polycyclic aromatic hydrocarbon consisting of 
three fused benzene rings. It is also component of coal 
tar (Iglesias et al., 2010). The initial reactions in the 
bacterial degradation of anthracene involve the formation 
of trans-1, 2-dihydroxyanthracene prior to ring fission 
(Gibson and Subramanian, 1984).  

Additional studies showed that Pseudomonas putida 
strain 199 and Beijerinckia sp. strain B-836 oxidised 

anthracene to (+)-cis-1, 2-dihydroxy-1, 2-dihydroxy-
anthracene. Bacteria grown in a medium of naphthalene 
are shown to oxidise anthracene, 1, 2-dihydroxy-
anthracene to 2-hydroxy-3-naphthaldehyde (Gibson and 
Subramanian, 1984; Sutherland et al., 1995). Also, the 
reactions in the degradation of anthracene are catalyzed 
by multicomponent dioxygenases to produce cis-1, 2-
dihydrodiols.  

The proposed catabolic pathway involves the ortho-
cleavage of 1, 2-dihydroxyanthracene into 3-(2-
carboxyvinyl) naphthalene-2-carboxylic acid for 
Mycobacterium sp. PYR-1 and Rhodococcus sp. Figure 7 
(Dean-Ross et al., 2001; Moody et al., 2001). 



 
 
 
 
Other PAHs  
 
The other PAHs are classified as acute/chronic toxic 
hazardous organic compounds. They include compounds 
such as benzo[a]anthracene, benzo[k]fluoranthene with 
five fused benzene rings and indenol (1, 2, 3-cd) pyrene 
with six fused benzene rings. They are present in 
substantial quantities in oil sludge and can also be 
susceptible to microbial degradation (Gibson and 
Subramanian, 1984; Mueller et al., 1991; Field et al., 
1992; Sutherland et al., 1995). 
 
  
OIL SLUDGE IN THE ENVIRONMENT 
 
It is generally recognised that land as a component of the 
environment deserves the same attention and protection 
as water and air (Okieimen and Okieimen, 2005). This 
recognition has perhaps risen because of increased 
incidents of land pollution, the scarcity of land, awareness 
and concern about long-term effects of land pollution on 
terrestrial and aquatic ecosystems. The adverse effects 
of oil sludge on soil ecology and fertility have been pivotal 
in the development of efficient technologies for the 
degradation of these contaminants in the environment 
(Okieimen and Okieimen, 2005). As oil sludge is dumped 
into the environment, lighter compounds volatilize and 
heavier ones remain. Most oil sludge components have 
high affinity for soil material and particulate matter. 
Overtime, they accumulate to the extent that they 
become difficult to eliminate because they reside in fine 
pores. Then, they become protected from attack by biota 
in the soil; hence they are not bio-available. Their fate 
and behaviour are controlled by factors such as soil type 
and their physico-chemical properties (Reid et al., 2000). 
Such properties include their concentration, structures of 
the components and their solubility, environmental 
conditions (temperatures, pH, moisture content and 
wind), and the available microorganisms (physiology and 
genetics). Their solubility is the key factor of their fate in 
the environment. The solubility of oil sludge components 
differs from one compound to another, some are infinitely 
soluble polar compounds, and others are of low solubility 
for example, the PAHs (Mahmoud, 2004). As the contact 
time with the environment increases, chemical and 
biological availability of the compounds decreases, a 
process termed “ageing”, which has attracted consi-
derable attention in recent years.  

Oil sludge can be biodegraded by microorganisms such 
as bacteria and fungi. A large number of bacteria species 
have the ability to degrade majority of natural 
hydrocarbon components from oil sludge especially low-
molecular-weight contaminants (Ward et al., 2003). 
Microbial biodegradation is an effective and inexpensive 
approach to the degradation of petroleum hydrocarbons 
from oil sludge. This is possible as long as a large 
population  of degrading microorganisms is  present  and  
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the conditions encouraged the microbial growth and 
activities (Philips et al., 2000). 
 
 
MICROBIAL BIODEGRADATION OF OIL SLUDGE  
 
Oil sludge exhibits some biodegradable properties in the 
environments such as transformation, conversion or 
mineralisation, specific adhesion mechanisms and 
production of extracellular emulsifying agent by micro-
organisms (Leahy and Colwell 1990; Research triangle 
institute, 1999; Laskova et al., 2007; Paulauskiene et al., 
2009). To successfully exploit the microbial degradation 
of oil sludge, it is imperative to understand and master 
the mechanism needed in order to manipulate the 
microbial activities.  

For oil sludge containing large quantities of 
hydrocarbons, microorganisms must be able to use 
hydrocarbons as substrates (Tabuchi et al., 1998). They  
must be able to  synthesize enzymes that can catalyse 
the reaction in which these contaminants are degraded to 
simpler, lower molecular chains and less toxic com-
pounds (CO2 and H2O), through obtaining the nutrients 
and energy necessary for their survival in the process 
(Johnson and Scow, 1999). The initial step in this 
mechanism is the catabolism of oil sludge by bacteria 
and fungi, which involves the oxidation of the substrate 
by oxygenases, in which molecular oxygen is required.  

Aerobic conditions are necessary for this route of 
microbial oxidation of hydrocarbons to take place (Marin 
Millan, 2004). Microbial bioremediation of oil sludge is 
dependent on a number factor which includes: 
characteristics of the oil sludge, microbial population 
present and other physic-chemical factors such as 
temperature, pH and moisture. However, the 
characteristics and fate of oil sludge depends on its 
molecular size and topology or stoichiometry (Kanaly and 
Harayama, 2000). The removal of low molecular weight 
petroleum hydrocarbons (4-ring or less), is first done 
through evaporation. As the molecular sizes increases, 
biodegradation rates become slower.  

Oil sludge, albeit very slow, is susceptible to 
degradation by naturally occurring microflora, but this 
process reduces nutrient and oxygen level in soil which in 
turn impedes other environmental processes such as 
transformation or mineralisation. In order to enhance the 
oil sludge biodegradation processes and make it 
economically realistic and fast, it is necessary that the 
bioavailability of hydrocarbons present in the oil sludge 
matrix be increased. This may be done by biostimulation, 
which is simply the addition of nutrients to stimulate the 
growth and degradative capabilities of the indigenous 
microorganisms present (Piskonen and Itävaara, 2004). 
Many microbial strains are capable of degrading only 
specific components of oil sludge. However, oil sludge is 
a complex mixture of different petroleum hydrocarbon 
(Mac  Naughton  et  al.,  1999).  Single  bacterial  species 
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have limited capacities to degrade all the fractions of 
hydrocarbons presents (Loser et al., 1998). Hence, a 
mixture of different bacterial species that can degrade a 
broad range of the hydrocarbon constituents such as 
present in oil sludge would show more potential. Steps 
should be taken to ensure that the original indigenous 
bacterial communities be part of the regiment. Mishra et 
al. (2001) suggested that indigenous microorganisms 
isolated from a contaminated site will assist in over-
coming this problem, as the microorganisms can degrade 
the components and have a higher tolerance to toxicity 
that may wipe off other introduced species. 
 
 
Factors affecting the biodegradation mechanisms  
 
There are many factors, including physical, chemical and 
biological that may ultimately determine the effectiveness 
of strategies for microbial bioremediation of oil sludge 
(van Hamme et al., 2003). These include: Biosurfactants, 
effect of pH, nutrients, salinity, oxygen, temperature and 
water activity/ moisture contents, according to Micky 
(2006) and discussed below. 
 
 
Biosurfactants   
 

Biosurfactants are important agents that enhance the 
effective uptake of petroleum hydrocarbons by bacteria 
and fungi (Leahy and Colwell, 1990; Cort and Bielefeldt 
2000a; b; Shiohara et al., 2001). Bacteria are known to 
produce biosurfactants, which they use to form emulsions 
of oil substrates (Calvo et al., 2004; Bayoumi, 2009; Liu 
et al., 2011; Plaza et al., 2011). Most bacterial strains can 
efficiently produce biosurfactant on petroleum hydro-
carbon medium and in soil. The biosurfactants they 
produce can emulsify petroleum hydrocarbon in oil 
sludge so that they can be bioavailable to bacteria for 
biodegradation in the system.  They do this by increasing 
the surface area of the substrates therefore, increased 
their solubility (Ahimou et al., 2000; Ron and Rosenberg, 
2001; Maier, 2003; Mukherjee and Das, 2005). 
Biosurfactant production by bacteria comes with the 
advantage of being natural, non-toxic, biodegradable and 
a cost effective approach that can help in solubilisation of 
oil sludge hydrocarbons during biodegradation (Sim et 
al., 1997; Calvo et al., 2004; Bayoumi, 2009; Liu et al., 
2011; Plaza et al., 2011).  

These biosurfactants secreted by bacteria are more 
effective than chemical surfactants in enhancing the 
solubility and biodegradation of petroleum hydrocarbons 
(Cybulski et al., 2003; Wong et al., 2004). The production 
of biosurfactant is proportional to the usage of 
hydrophobic PAHs substrates by the bacteria present in 
the system. Hydrocarbon catabolism in the environment 
can be enhanced by the production of biosurfactants and 
supplementary application of additives and bulking 
agents (Ward et al., 2003). Bulking agents such as  com- 

 
 
 
 
compost will enhance metabolism of organic conta-
minants because they provide extra nutrients, additional 
carbon source and assist in retaining moisture contents 
of the pile (Namkoog et al., 2002). 
 
 
Effect of pH  
 
Most oil degrading heterotrophic bacteria and fungi 
perform at their optimum when pH is neutral. However, 
fungi are known to be tolerant of acidic conditions (Al-
Daher et al., 1998). The mineralization of hydrocarbon 
components in the environment is generally optimal at pH 
7 to 7.8, thus overall biodegradation process is enhanced 
(van Hamme et al., 2003). The metabolic pathways for 
degradation differ in both fungi and bacteria (Cerniglia et 
al., 1979).  

According to report by Sutherland (1992), fungal 
decomposition of PAHs may produce mutagenic 
intermediates (Frick et al., 1999). In such instance, liming 
may be used to increase the pH from acidic to alkaline 
state so that bacterial growth may be favoured than 
fungal growth. 
 
 
Nutrients  
 

The growth of heterotrophic bacteria and fungi depends 
on a number of nutrient elements, an electron acceptor 
and organic compound that serves as the source of 
carbon and energy (Adriano et al., 1999; Boettcher et al., 
2001). For aerobic microorganisms, the electron acceptor 
is oxygen.  Some microorganisms can utilise some inor-
ganic compounds such as nitrates, sulphates, carbon 
dioxide, ferric iron and some organic compounds, as 
electron acceptors for electrons released by the oxidation 
of the substrate carbon source. Some bacteria and fungi 
also require low concentrations of some amino acids, 
vitamins or other organic molecules as growth factors. 
The absence of any of these essential elements from the 
environment may prevent growth and metabolism of 
microorganisms (Atagana, 2003). Microorganisms that 
degrade oil sludge are dependent on fixed forms of 
nitrogen (NH3, NO3

-
, NO2

-
 and organic nitrogen) to meet 

their nitrogen requirements.  
These forms of nitrogen are frequently limiting for 

microbial populations in soil, ground water and surface 
water (Atlas, 1991). Microbial synthesis of adenosine 
triphosphate (ATP), nucleic acids and cell membranes 
require phosphorus.  

For nitrogen to be available to soil microorganisms it 
must be, in most cases, present in inorganic form such as 
ammonium or nitrate (Swindell et al., 1988; Tate, 1995) 
while phosphorus is available in the form of 
orthophosphate (Alexander, 1999).   According to report 
by van Hamme et al. (2003), nitrogen and phosphorus 
contents have great effects on microbial degradation of 
oil sludge. 



 
 
 
 
Salinity  
 
Studies have shown that there are generally positive 
correlations between salinity and rates of mineralization 
of PAHs such as phenanthrene and naphthalene (Leahy 
and Colwell, 1990). However, it has been noted that 
hypersalinity will result in the decrease in microbial 
metabolic rates (Micky, 2006). 
 
 
Oxygen  
 
Aerobic biodegradation is the most effective pathway for 
bioremediation. This means that, the presence and 
concentration of oxygen is important in such process. 
Also, lack of aeration, in the system may be a rate-
limiting parameter in the biodegradation and catabolism 
of hydrocarbons by bacteria and fungi (van Hamme et al., 
2003).  

The breakdown of oil sludge components may possibly 
involve the utilization of oxygenase, in which molecular 
oxygen is required. Great efficiency of natural microbial 
hydrocarbon degradation occurs mostly when oxygen is 
available (Ward et al., 2003). Although anaerobic 
degradation of PAHs by microorganisms has been shown 
to occur, the rates are somewhat negligible and limited to 
halogenated aromatics compounds such as the 
halobenzoates, chlorophenols and alkyl-substituted 
aromatic (Suflita et al., 1982; Boyd and Shelton, 1984; 
Angelidaki et al., 2000). 
 
 
Temperature  
 
Temperature is another important variable that has effect 
on oil sludge biodegradation. Microorganisms can grow 
at temperatures below 0 to above 100°C with good water 
supply (Atlas and Barther, 1987). Optimum temperature 
dictates the rate of oil sludge metabolism by micro-
organisms and also the pattern of the microbial com-
munity. Temperature has direct effect on the physical 
nature and chemical composition of the PAHs con-
stituents (Atlas, 1981). Increases in temperature have 
been reported to be proportional to the solubility of 
contaminants and induces higher metabolic activity in a 
compost system (Gibb et al., 2001). When temperatures 
are low, PAHs tend to be more viscous and their water 
solubility is greatly reduced (Leahy and Colwell, 1990). 
Low temperature also affects microbial growth, pro-
pagation and subsequently results in decrease in the rate 
of degradation (Gibb et al., 2001). Low temperature also 
results in a decrease in enzymatic activities, which is 
essential for degradation of the oil components. The 
optimum temperature for hydrocarbon degradation has 
reported to be in the range of 30 to 40°C. At tem-
peratures above this range, enzymatic activities are 
inhibited   as   proteins  denature  at  higher   temperature 

Ubani et al.          6555 
 
 
 
(Leahy and Colwell, 1990). 
 
 
Water activity/ moisture content 
 
According to Vinas et al. (2005), the rates at which PAHs 
are degraded are also determined by moisture level. The 
reason is that water is needed for microbial growth and 
enzymatic/biochemical activities (Leahy and Colwell, 
1990). Elemental uptake by microorganisms is by 
absorption and transportation of solubilised molecules 
across the cell membrane. The availability of target 
molecules to the microorganisms depends on the amount 
of water present in the treatment matrix.  

Optimal activity occurs when the soil moisture and 
water content for aerobic bioremediation treatment matrix 
is usually between 50 and 80% of saturation (moisture 
holding capacity) (Kosaric, 2001). When the moisture 
content falls below 10% bioactivity becomes marginal 
(Kosaric, 2001). However, if the soil water holding 
capacity is high above the optimal ranges, biodegradation 
rates are usually small because of possible water-
logging. The water-logging may promote anoxic 
conditions, thereby reducing aerobic bioremediation 
efficiency. 
 
 
TREATMENT TECHNOLOGIES AND DISPOSAL OF 
OIL SLUDGE  
 
Safe disposal and treatment of huge quantity of oil sludge 
generated during the processing of crude oil are some of 
the major challenges faced by oil refineries and 
petrochemical industries (Srinivasarao et al., 2011). In 
recent years, most refineries treat oil sludge using 
conventional methods which includes; physical treatment 
(storage, landfilling, combustion and incineration in a 
rotary kiln, lime stabilization, stabilization and 
solidification) (Wright and Noordhius, 1991; Karamalidis 
and Voudrias, 2001; Bhattacharyy and Shekdar, 2003; 
Radetski et al., 2006; Beech et al., 2009; Liu et al., 2010), 
chemical treatment (oxidative thermal treatment, 
treatment with fly-ash, pyrolysis treatment and solvent 
extraction) (Bonnier et al., 1980; Atlas, 1984; Taiwo and 
Otolorin, 2009) and biological treatment (landfarming, 
bio-reactor treatment and composting) (Pereira-Neta, 
1987; Piotrowski, 1991; Lees, 1996; Singh et al., 2001; 
Hejazi et al., 2003; Mahmoud, 2004; De-qing et al., 2007; 
Srinivasarao et al., 2011; Udotong et al., 2011; 
Besalatpour et al., 2011). Most of the physical and 
chemical methods require expensive equipments and 
high energy to treat the oil sludge. Some of these 
methods convert oil sludge into lighter products and 
reduce the quantity before disposal. Some of the 
methods may generate by-products that may need to be 
treated using other methods before disposal to a landfill 
(Liu  et al., 2010), making  them  more expensive.  Exam- 
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ples of the conventional methods used are discussed 
below. 
 
 
Incineration  
 
Incineration is a technology commonly used in large 
refineries. The common types are rotary kiln and fluidized 
bed incinerators. In rotary kiln incinerator, the combustion 
temperature is from 980 to 1200°C and the residence 
time is about 30 min. While in fluidized bed incinerators, 
the combustion temperature is from 732 to 760°C, and 
the residence time may be in order of days. The 
incineration process requires sophisticated equipments 
and experienced operators to achieve adequate 
combustion of oil sludge. Usually the incineration of oil 
sludge using fluidized bed technique produces ash 
scrubber sludge, with low contents of heavy metals. 
These products are usually disposed of in a landfill (Liu et 
al., 2010). Incineration is an expensive technique and oil 
sludge contains high concentration of hazardous com-
pounds including those that are resistant to incineration. 
Incineration is not only expensive but generates toxic 
residues such as ash, scrubber water, scrubber sludges, 
sulphur dioxide, nitrogen monoxide, carbon monoxide 
and some organic compounds (Srinivasarao et al., 2011). 
Some of these residues such as ash containing metals 
need to be treated before being disposed of. During the 
incineration process, waste feed rates, oxygen: air ratio, 
residence time, combustion temperature and gas 
emission are critical parameters that needs to be 
controlled (Mahmoud, 2004). 
 
 
Treatment with fly-ash   
 
This is the treatments of oil sludge with aqueous slurry of 
fly-ash and a small amount of polymers. This process 
mixes light sludge in a small tank equipped with a mixer 
before thickening. Sludge with high oil and solids 
contents are de-watered in a centrifuge before being 
treated with ash slurry in a screw mixer. The settled 
products from the thickener and mixer are transported in 
closed truck containers directly to a landfill, which must 
be well drained to minimize leaching. During the dry 
season the deposit quickly become hard enough to be 
used for roadbeds. Sludge treated in this way may be 
covered with a layer of soil and the deposit area can be 
used to grow grass and trees (Atlas, 1984; Mahmoud, 
2004). This method may be expensive, since 
equipments, energy and operating persons are needed 
for this process. 
 
 
Lime stabilization  
 
Stabilization involves mixing a solid additive material to 
the oil sludge in order to produce a matrix within which the  

 
 
 
 
oil and metal are fixed and will not leach out. The use of 
lime for this purpose has being established in the 
literature, the addition of lime produces physical and 
chemical changes in the oil sludge which facilitates 
hydrocarbon adsorption and immobilization of metals as 
insoluble salts (Wright and Noordhius, 1991; Mahmoud, 
2004).  

The high pH provided by adding the lime is essential in 
this process, some additives can be added to produce 
hydrophobic matrix to prevent contaminants from 
becoming acidic due to rainfall percolation in the landfill 
(Mahmoud, 2004).  

This technique may also generate residual products 
that may need to be treated by using other methods 
before disposal in a landfill which will make the tech-
niques expensive. 
 
 
Solvent extraction  
 

In this method, the oil sludge is extracted with a solvent 
to remove oil and other organics, the solvent is recovered 
and recycled. Many refineries believe that recycling is the 
most desirable environmental option for handling oil 
sludge, due to the possibility of recovering valuable oil for 
reprocessing, reformulating and energy recovery 
(Bonnier et al., 1980; Taiwo and Otolorin, 2009). During 
recycling, the condensed solvent and water are conti-
nuously separated in a trap. The condensed liquid 
contains water and hydrocarbon.  

The hydrocarbons in condensed liquid may amount to 
73.24% of the sludge, and they are both volatile and non-
volatile hydrocarbons. The solvent extraction technique 
has a tendency to greatly reduce sludge contaminants 
from 100 to 30% water and solid wastes. The method 
may possibly reduce the pollution effects of oil sludge on 
the environment with the recovery of recyclable 
hydrocarbons. If the optimum conditions are carefully 
selected, solvent extraction approach can significantly 
mitigate the non-compliance to standard limit of industrial 
discharge into the environ-ments and the permissible 
allowances for oil sludge.  

Evaluation of the extent of sludge treatment before 
disposal can be done and can make significant impact on 
refinery and petrochemical industries. The advantage of 
solvent extraction techniques is that the recovery 
approach to oil sludge treatment explored can serve as a 
precursor to in-situ treatment and cleaning of oil storage 
facilities (Taiwo and Otolorin, 2009). It will also reduce 
economic losses and out of operation period, since there 
will be a reduction in time requirements for treatments, 
also the oil, water and  mud can be effectively used and 
extraction solvents can be recycled. The limitation is the 
adaptation of selected solvent to the sludge treatment. 
Solvent extraction may not remove heavy metals such as 
arsenic, lead and selenium; these residues must be 
treated using other methods before disposal (Mahmoud, 
2004; Taiwo and Otolorin, 2009). 



 
 
 
 
Stabilization and solidification method  
 
This technology is used to minimize potential environ-
mental impact of oil sludge by enhancing the non-
leachable properties of the treated oil sludge. The treat-
ment uses advanced chemical oxidation (Fenton’s rea-
gents) followed by stabilization and solidification with 
lime-clay and Portland cement-lime to yield oil sludge 
degradation and immobilization. In this process, PAHs 
and BTEX compounds are reduced after stabilization and 
solidification process (Beech et al., 2009). The reduction 
of these compounds may be due to the dilution which 
occurred by the addition of clay and lime, and by 
immobilization promoted by the lime and cement 
(Radetski et al., 2006). The stabilization and solidification 
process is cheap compared to many other technologies 
for treating and disposing oil sludge. This technique 
reduces the mobility of hazardous substance and conta-
minants in the environments through physical and 
chemical means, and can be applied ex-situ and in-situ 
(Karamalidis and Voudrias, 2001). If the ecotoxicity 
potential of oil sludge is considered, the initial waste has 
high toxicity in PAHs and high concentration of phenolic 
compounds before treatment while after treatment the 
final products would be less toxic, and can be reused as 
concrete road bed blocks (Karamalidis and Voudrias, 
2001). Despite the fact that the process enables the 
change of the initial dangerous waste to non-dangerous 
waste, the mass and volume ratio of residual product 
increases after the treatment (3 kg of waste yield 20 kg of 
commercial concrete block). In some cases, potential of 
oil sludge components leaching in long-term is possible. 
This calls for evaluation by a temporal series of leaching 
test to ensure environmental protection, in terms of public 
health and ecotoxicological perturbation of terrestrial and 
aquatic ecosystems (Karamalidis and Voudrias, 2001). 
 
 
Oxidative thermal treatment  
 
In this process, the oil sludge is not combusted but 
heated to remove organics and water from solids, the 
water is converted to steam to help strip off high boiling 
point semivolatile compounds, which can be condensed 
for recovery and disposal. The treatment is carried out 
using different concentration of oxygen at a constant 
heating temperature. This minimized waste and oil is 
recovered while producing a solid residue that meets 
environmental standards that are directly disposed into 
landfill. The flaw with this process is its high energy 
consumption and complex operation (Shie et al., 2004). 
 
 
Pyrolysis treatment  
 
It is a technique for recovering oil and organic liquid gas 
by breaking down large molecules into smaller ones.  The 
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treated sediments that met the standard land disposal 
restriction level are directly discharged. In pyrolysis 
treatment of oil sludge, the initial step produces CO2, 
hydrocarbons (volatile organics), water, CO, char and tar. 
The next stage, char and tar are combusted to release 
heat which is needed for the endothermic pyrolysis 
reaction. The hydrocarbons consist mainly of low mole-
cular weights paraffins and olefins (C1-C2). The advan-
tage of this process is that about 70 - 84% of the oil could 
be separated from the solids. The disadvantage of 
pyrolysis is that a significant amount of vacuum residue is 
produced during the process. The energy required in 
pyrolysis of oil sludge is very high because it is close to 
energy required to distillate diesel from crude oil. 
Oxidative pyrolysis of oil sludge performed with insuf-
ficient oxygen produces alkyl and alkene compounds 
rather than being oxidized to produce CO2, CO and H2O. 
Therefore, oxygen is important in this technique to yield a 
better result (Liu et al., 2010). 

After considering the limitations of physical and 
chemical processes in treating and disposing oil sludge, it 
becomes imperative to consider biological process, which 
have lauded as cost effective and environmentally 
friendly for treating contaminated environment. Biological 
treatment methods have numerous applications, which 
include the clean-up of ground water, soil, surface water 
and treatment of effluent from industrial process waste 
streams. Most biological techniques are developed as a 
result of simple emulation of nature and how nature does 
bioremediation (Okieimen and Okieimen 2005).  Biolo-
gical methods have been proposed as a possible remedy 
for oil sludge treatments. However, most biological 
methods are economically unsound, prone to prolonged 
treatment times and they are not permanent solutions 
(Ward et al., 2003). The observed time lag in biological 
treatment may be attributed to the stability of the 
compounds, their complex molecular structures and the 
ability of oil sludge components to adsorb onto sediments 
(Bach et al., 2005). Despite the complications, the 
biological methods are still considered as potential 
technologies for the treatment of oil sludge (Leung, 
2004). 
 
 
BIOREMEDIATION  
 
Bioremediation is defined as the use of living organisms 
to reduce or eliminate environmental hazards resulting 
from accumulations of toxic chemicals or other hazardous 
waste (Gibson and Sayler, 1992). Bacteria are generally 
used for bioremediation, but fungi, algae and plants could 
also be used. Bioremediation is not a new technology 
however; perspectives on the use of bioremedial 
technologies to treat contaminants vary. There are three 
classifications of bioremediation. The first defines bio-
transformation as the alteration of contaminant molecules 
into less or non-hazardous molecules; the second defines 
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biodegradation as the breakdown of organic substances 
into smaller organic or inorganic molecules while the third 
definition defines bioremediation as mineralization which 
is the complete biodegradation of organic materials into 
inorganic constituents such as CO2 or H2O (Leung, 
2004). These three classifications of bioremediation can 
occur either in situ (at the site of contamination) or ex situ 
(contaminant taken out of the site of contamination and 
treated elsewhere) (Das and Mukherjee, 2007). There 
are advantages and disadvantages to both in situ and ex 
situ strategies. Ex situ strategies also known as ‘pump 
and treat’, removes the contaminants and places them in 
a contained environment. It involves excavation and 
transportation (relocation) from the natural or original 
contaminated site to elsewhere. This allows for easier 
monitoring and maintaining of conditions and progress, 
thus making the actual bioremediation process faster. 
However, the removal of the contaminant from the 
contaminated site is time consuming, costly and 
potentially dangerous.  

By moving contaminants, the workers and the general 
public have increased exposure to the toxic material. In 
contrast, the in situ strategy does not require removal of 
the contaminant from the contaminated site. In-situ 
bioremediation method involves the treatment of 
contaminants at the natural or original contaminated sites 
without relocation.  The in-situ methods include biostimu-
lation and bioaugmentation and are usually cost effective 
because there is no need for excavation and transport-
tation, however, it is less controllable and time consum-
ing.  A major advantage of biological techniques is that 
the product is reusable.  

Bioremediation is a promising strategy for the treatment 
of oil sludge. The technologies employed are nature-
compatible, reliable, cheaper and easy to adopt 
compared to physical and chemical methods (Machin-
Ramirez et al., 2008). The end products are usually 
harmless and include carbon dioxide, water and fatty 
acids. Bioremediation is often less disruptive and 
eliminates waste permanently. It reduces long term 
liability, and has greater public acceptance and regulatory 
encouragement. It can also be coupled with other physi-
cal or chemical methods (Idris and Ahmed, 2003). Biore-
mediation has its limitations; some chemicals are not 
amenable to bioremediation, for instance, heavy metals, 
radionuclides and some chlorinated compounds. In some 
cases, microbial metabolism of contaminants may 
produce toxic metabolites. Bioremediation therefore is a 
scientifically intensive procedure, which must be tailored 
to the site-specific conditions. There are different number 
of ex-situ and in-situ methods which include 
biostimulation, bioaugmentation, landfilling, landfarming, 
bioreactors, and composting. 
 
 
Biostimulation  
 

This involves the management of the natural environment 

 
 
 
 
to optimise the growth and activity of the natural microbial 
population (Crivelaro et al., 2010). The growth and 
activity of existing microorganisms are accelerated which 
may be inhibited under normal conditions in water and 
soil.  According to Crivelaro et al. (2010), the low 
biodegradation efficiency observed in the treatments of 
oil sludge mixed with soil (landfarming, biopile and 
composting) are as a result of the imbalanced nutritional 
amendments. However, biostimulation is one of the 
possibilities to tackle this kind of problem since oil sludge 
has limited amounts of nitrogen as well as phosphates. 
This may be because in oil sludge, most of the nitrogen is 
not available since it is part of complex structures 
relatively inaccessible to the degrading microbial 
population (Crivelaro et al., 2010). In their study, 
Crivelaro et al. (2010), evaluated the potentials of 
biostimulation process using vinasse a byproduct from 
processed sugarcane which contains adequate nutrients 
such as nitrogen, phosphorus and potassium (Cortez and 
Brossard Perez, 1997; Carmen Baez-Smith, 2006), as 
the microbial stimulating nutrient agent for biodegradation 
of oil sludge.  

The application of vinasse stimulated the activities and 
growth of microbial population greater in treatments with 
vinasse than the controls without vinasse. Furthermore, 
vinasse helped the microbial population to overcome the 
toxicity effects of oil sludge. Although, an increase in the 
soil microbial population was obtained with vinasse, it 
was not adequate to enhance the bioremediation 
efficiency of the oil sludge at the mineralisation level 
(Crivelaro et al., 2010). However, biostimulation process 
can enhance the activities and growth of microbial 
population capable of degrading oil sludge to 
mineralisation level. Therefore, biostimulation of 
indigenous degrading bacteria as a tool in bioremediation 
process should be encourage, because the process 
relies on the degrading bacteria that have already 
adapted to the site’s conditions (Dzantor, 1999; Ausma et 
al., 2002; Singh and Lin, 2010). The constraints in this 
technique are time and limited knowledge of microbial 
process, since if compared with other technologies, 
bioremediation is a slow process. Also, favourable 
conditions such as temperature, pH, nutrients and 
additives such as surfactants must be optimised to 
stimulate the microbial growth and activities during 
bioremediation (Atlas and Bartha, 1972; Kim et al., 2004; 
Mahmoud, 2004). 
 
 
Bioaugmentation  
 

This technique refers to the introduction of specialized or 
genetically engineered microorganisms that target 
specific chemical compounds. These organisms have 
been developed to biodegrade most common organic 
contaminants ranging from polychlorinated biphenyls 
(PCBs), organic solvents and petroleum hydrocarbons 
(Mehrashi et al., 2003; Atlas and Philip, 2005). The identi- 



 
 
 
 
fication of the key microorganisms that play a major role 
in pollutant degradation processes is relevant to the 
development of optimal in-situ bioremediation strategies 
(Abed et al., 2002; Watanabe, 2002). The use of such 
specialised formulations of microorganisms is often 
dictated whereby the indigenous bacteria cannot meta-
bolize the contaminants concerned. It could be used if the 
contaminants are toxic to the naturally occurring bacteria. 
Introduction of specialized bacteria also may be used to 
increase the biological activity (Van Veen et al., 1997). 
The dynamic growth of a bacterial consortium on PAHs 
has been studied. The results showed varied individual 
ability of the bacterial strains to grow on PAHs. The 
growth was further improved by mixing the PAHs with 
non-ionic surfactant and optimising favourable conditions 
such as temperature and nutrients (fertilizer). The rates in 
reduction of petroleum hydrocarbon varied from 16.75 to 
95% (Lazar et al., 1999; van Hamme et al., 2003; Mishra 
et al., 2001). This means that some bacterial strains have 
the ability to degrade PAHs present in oil sludge. The 
results have shown that the performance of the microbial 
cultures is dependent on several factors including the 
composition of the sludge that varies depending on the 
type of crude oil and the source of the sludge inside the 
refinery (Mahmoud, 2004).  

However, very little information is available about the 
use of microbial cultures that can be used to treat oil 
sludge on pilot scale and full scale studies. The limitation 
to successful bioaugmentation has always been attri-
buted to poor survival of the introduced strains. The use 
of readily degradable substrate has been found as a 
limitation, due to low concentration and non biodegra-
dability of targeted pollutants (Alexander, 1994). Again, if 
the soil (or the media that contains the contaminant) is 
heterogenous, there will be uneven flow of liquid or gas 
containing the nutrients or microbes, so different areas 
will undergo different rates of remediation.  

Del’Arco and de Franca (2001) observed that various 
efforts have been attempted to improve the success of 
bioaugmentation process. Strategies that were employed 
to improve bioaugmentation process for the effective 
degradation of petroleum hydrocarbons include the use 
of adapted strains or the field application vector (Lajoie et 
al., 1994). Bioaugmentation of oil sludge may be a slow 
process if compared to landfarming and composting. 
Hence, more research needs to be conducted to 
stimulate the growth of microorganisms on oil sludge and 
improve the performance of the bioaugmentation 
process. 
 
 
Landfilling  
 
Landfilling is a deliberate dumping of oil sludge into land 
(pit) without formal treatment. It has been the most 
common form of sludge disposal. This process has 
limitations  as  it  requires a  large  land  area and  volatile  
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organic compounds are emitted if the oil sludge is not 
treated before disposal. Most times, the locations of 
landfill sites for oil sludge disposal have been selected 
according to availability of land and convenience rather 
than consideration of the hydro geological features of the 
sites. This calls for more strict legislative restrictions on 
landfilling (Bhattacharyya and Shekdar, 2003). 
 
 
Landfarming  
 
Landfarming involves the controlled application of the oil 
sludge on the land surface. This method requires tilling of 
the topsoil (for easy mixture with oil sludge), addition of 
water and addition of desired nutrient such as organic 
fertilizers and manures. Tilling in this process is important 
as it aids aeration, proper mixture of sludge and nutrient, 
thereby making the sludge bio-available for microbial 
degradation. Proper landfarming practice has minimal 
impact on the environment (good site appearance, 
absence of odour, relatively low-cost compliance with 
sound industrial practices and government regulation, 
minimal residue disposal problems and compatibility of 
the method with the climate, location and type of sludge 
treated).  

Landfarming gained popularity over incineration and 
landfilling following its advantages such as low energy 
consumption, low risk of pollution of the surface and 
groundwater due to the immobility of hydrocarbons and 
metals through the soil (Hejazi et al., 2003; Besalatpour 
et al., 2011). Landfarming technique only lost its popu-
larity when the USA Environmental Protection Agency 
(USEPA), issued the land disposal restriction conser-
vation and recovery act (RCRA), establishing treatment 
standards under the land disposal restriction program 
(USEPA, 1997). The restriction prohibited the land 
disposal of untreated oil sludge. This led to treating the oil 
sludge to meet EPA treatment standards and making 
sure that there was no migration of hazardous 
constituents from the injection zone (Hejazi et al., 2003). 
However, landfarming was an acceptable disposal 
method as long as it is within EPA guideline that aims to 
minimize the possibility of wash out and groundwater 
contamination. Simplicity and cost-effectiveness are 
some of the major advantages of the technology (Hejazi 
et al., 2003). It is simple in that, typical equipments which 
are used for landfarming is used widely in the farming 
community and is therefore readily available.  

Although, landfilling is reported as the most cost 
effective oil sludge treatment method, landfarming gained 
popularity among refineries following restrictions on 
landfilling oil sludge (Mahmoud, 2004). The challenges of 
landfarming include the release of hydrocarbon 
compounds (VOCs) during the application and 
degradation of oil sludge (greenhouse structure can help 
minimise emission), and its requirement of a large land 
area for treatment (just as in landfilling). There is also risk  
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of residues such as the branched n-alkanes not 
degrading. There are also health related concerns as the 
sludge poses serious carcinogenic risks to workers 
during the early sludge application period (Hejazi et al., 
2003). 
 
 
Bioreactors  
 
This is the use of a bioreactor process as a fermentation 
technology to degrade oil sludge into non-hazardous 
effluents with very low level of hydrocarbon (Daubaras 
and Chakrabarty, 1992; Oolman et al., 1996; Singh et al., 
2001; Soriano and Pereira, 2002). These methods uses a 
naturally selected and acclimated indigenous bacterial 
culture supplemented with a carefully designed blend of 
nutrients such as nitrogen, phosphate, essential minerals 
and a surfactant for degradation. The design and process 
operating conditions of the technique promoted the 
growth of highly active microbial population, which rapidly 
converted the oil sludge components to carbon dioxide 
and water (Soriano and Pereira, 2002).  

It was further reported that the bacteria involved are 
known oil-degrading bacteria such as Pseudomonas, 
Acinetobacter, Rhodococcus and Alcaligenes (Singh et 
al., 2001). In Singh et al. (2001) study, more than 90% of 
the total petroleum hydrocarbons contained in the oil 
sludge were degraded. After a successful treatment, 80% 
of the processed materials were disposed of  and the 
reactor were reloaded with another batch of oil sludge 
using the remaining 20% left in the reactor to serve as 
inoculums for the next run (Singh et al., 2001; Soriano 
and Pereira, 2002). The analysis of the total petroleum 
hydrocarbons obtained from the treatment process 
indicated that oil sludge was treatable to non-hazardous 
levels (Daubaras and Chakrabarty, 1992; Oolman et al., 
1996; Singh et al., 2001; Soriano and Pereira, 2002).  

However, the effects of the oxygen supply on the 
biodegradation of PAHs was more important as increase 
in PAHs degradation was observed in one of the 
experiment by Soriano and Pereira (2002), from 1.7 to 
10.2% per day with high oxygen availability and the result 
obtained after 21 days was very promising (Field, 1991; 
Salameh and Kabrick, 1992; Hahn and Loehr, 1992; 
Huesemann et al., 1993).  The aqueous low total 
petroleum hydrocarbons (TPHs) can be sent to the 
wastewater system, solid residues can be disposed of in 
a landfarm, to a non-hazardous landfill, dewatered and 
reused in other industrial purposes (Singh et al., 2001). 
This technique can be used in the process recovery of 
recyclable oil, biodegradation of oil sludge and disposal 
of treated oil sludge. It also eliminates the need to spray 
high concentration oil sludge on large areas of land. 
Bioreactor processes has high rates and extent of 
degradation than landfarming process due the minimi-
zation of mass-transfer limitation, high organic matter 
biodegradation  and  progressive  reduction  in  the   total 

 
 
 
 
operational time (Soriano and Pereira, 2002). This 
technique controls the environmental and nutritional 
factors such as pH, temperature, moisture, bioavailability 
of nutrients and oxygen promotes microbial growth and 
activity for the rapid degradation of oil sludge. The 
limitations faced by this technique are that it is an ex-situ 
process therefore, substantial cost can be incurred during 
excavation and transportation of oil sludge. The reactor 
mixer consumes energy and availability of well trained 
personnel is required for this method. It involves the risk 
of pollutant exposure and the unravelling limiting factors 
during bioremediation (Piotrowski, 1991; Lees, 1996). 
Despite their potentials, the use of bioreactors is limited 
and most studies have focused on synthetic residues 
(Field, 1991; Salameh and Kabrick, 1992; Hahn and 
Loehr, 1992; Huesemann et al., 1993). Also, oxygen 
limitation affects the contaminants consumption rates 
(Soriano and Pereira, 2002). 
 
 
Composting  
 
Despite decades of research, successful biological 
remediation of oil sludge in the environment remains a 
challenge. It is noticed that, there are physical, chemical 
and biological aspects of landfilling, landfarming and 
bioreactor treatments that can hamper the degradation 
processes of oil sludge, making them partially effective 
and sometimes prohibitively expensive. It is necessary to 
search for cheaper and environmentally friendly options 
that can enhance bioremediation of oil sludge. Such 
options should be able to take care of the limitations of 
the previous methods while improving oil sludge 
bioremediation. Therefore, composting process which 
involves the careful control and addition of nutrients, 
watering, tilling, addition of suitable microbial flora and 
bulking agents (wood-chips or hay) were considered an 
alternative option to improve the bioremediation of oil 
sludge (De-qing et al., 2007). The process leads to the 
production of carbon dioxide, water, minerals and 
stabilized organic matter (Pereira-Neta, 1987).  

Composting is a controlled biological process of a 
mixture of substrates carried out by successive microbial 
populations combining both mesophilic and thermophilic 
activities. It is applied to solid and semi-solid organic 
waste such as nightsoil, sludge, animal manures, 
agricultural residues and municipal refuse, whose solid 
content are usually higher than five percent. The process 
can be classified into mechanical and non-mechanical 
processes (aerobic and anaerobic composting system); 
using technology as the key (the classification is divided 
into static pile or windrow, and mechanical or enclosed 
composting). Compost systems can be on three general 
bases: oxygen usage, technological approach and 
temperature. Oxygen usage is divided into aerobic and 
anaerobic. Aerobic composting involves the activity of 
aerobic  microbes,  and  hence  the provision of  oxygen 



 
 
 
 
during the composting process. Aerobic composting 
generally is characterized by high temperatures, the 
absence of foul odours, and is more rapid than anaerobic 
composting. The addition of oxygen promotes bacterial 
and fungal growth within the compost pile. The organisms 
that grow in aerobic compost piles produce less methane 
and sulphur-based gases than in anaerobic composting, 
resulting in less odour. This method requires much higher 
maintenance, regular turning and mixing to incorporate 
air into the material than in anaerobic composting. 
Moisture loss is more likely in aerobic composting and 
frequent watering of the material is required. Anaerobic 
composting is characterized by low temperatures, the 
production of odorous intermediate products, and gene-
rally proceeds at a slower rate than aerobic composting. 
In anaerobic composting, the material stacks in layers to 
form an environment completely free of air within the 
layers. Bacteria, fungi and a higher form of bacteria, such 
as actinomycetes, that thrive in this environment begin to 
grow to breaking down the material. Anaerobic 
composting requires little maintenance, as there is no 
need to turn the material within the compost pile. The 
bacteria, however, produce more methane and sulphur-
based gases as by-products, which can produce a strong 
odour. The odour indicates the composting process is 
progressing.  

Composting could be divided with respect to the modes 
of operations such as batch operation and continuous or 
semi-continuous operation. When temperature is the 
basis, composting can be divided into mesophilic 
composting (25 - 40°C) and thermophilic composting (50 
- 65°C). The main advantage of composting is waste 
stabilization. The biological reactions occurring during 
composting will convert organic wastes into stable, 
mainly inorganic forms. These stable inorganic forms 
may cause little pollution effects if discharged onto land 
or into a water course.  The degradation of organic matter 
in aerobic composting system depends on the presence 
of oxygen. Oxygen serves two functions in the metabolic 
reaction; the terminal electron acceptor in aerobic 
respiration and as a substrate required for the operation 
of the class of enzymes called oxygenase (Finstein et al., 
1980). Briefly, essential factors are those features of the 
physical, chemical, and biological background that are 
necessary to the establishment and proliferation of the 
microorganisms specific to the desired process. Five 
essential factors that have become key design features in 
recent compost technology are suitable microbial 
populations, aeration (oxygen availability), temperature, 
moisture content, and carbon availability. 

Compost bioremediation relies on the mixing of primary 
ingredients of compost with the contaminants and oil 
sludge is compostable which is enhanced when bulking 
agents are added to the treatment process (Milne et al., 
1998).  As the compost matures, the pollutants are 
degraded by the active microflora within the mixture. It is 
called tailored compost (designed compost), in the sense  
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that, it is specially made to treat specific contaminants at 
specific sites (US EPA, 1997). In most cases, 
temperature, pH and nutrients are the important factors. 
An increase in temperature in the compost pile increases 
solubility of contaminants and induces higher metabolic 
activity of the compost (Gibb et al., 2001). Oil sludge 
degrading bacteria and fungi performance are affected by 
pH level; while on the other hand, nutrients like nitrogen 
and phosphorus have great effect on microbial 
degradation of oil sludge constituents (van Hamme et al., 
2003).  

Jose et al. (2006) attempted to ascertain the efficacy of 
composting technology in the reduction of hydrocarbon 
contents of oil sludge with large total hydrocarbon content 
(250-300g kg

-1
) in semiarid conditions. They designed 

three composting systems with open air piles, which were 
turned periodically over a period of 3 months. This 
system proved to be inexpensive and reliable. Jose et al. 
(2006) also studied the effect of bulking agent (wood 
shavings) addition on the oil sludge biodegradation and 
inoculation of the composting pile with pig slurry (a liquid 
organic fertilizer which adds nutrients and microbial 
biomass to the pile). The most effective treatment was 
composting pile with the bulking agent. Initially, 
hydrocarbon content was reduced by 60% in 3 months. It 
seems that the bulking agent encourages the diffusion of 
oxygen inside the pile. It also facilitates microbial 
developments and raising the temperature quicker. The 
temperature increase in the composting process may be 
due to the differing capacity of microorganisms to 
degrade the hydrocarbons. Since oil sludge contains 
highly degradable materials, these microorganisms 
accept the hydrocarbons as substrates, which enhance 
their activities, leading to the higher increase in 
temperature (Bengtsson et al., 1998; Jose et al., 2006). 
The reduction of petroleum hydrocarbon achieved in the 
compost bioremediation was 85-90% over a period of 11 
months. The composting pile without a bulking agent was 
reduced by 32% in 3 months. The introduction of the 
organic fertilizer did not significantly improve the 
hydrocarbon degradation because it only degraded 56% 
of the hydrocarbon content.  

Oxygen content is known to be a key factor in 
composting. In pile containing bulking agent, the oxygen 
content measured was always high after turning (10-
14%). However, in piles without a bulking agent, oxygen 
content remained at 2-9% (Zhou and Crawford, 1995). 
This result demonstrates the effectiveness of a bulking 
agent for fostering microbial activity during the 
composting process (Zhou and Crawford, 1995). The 
humidity of the pile maintained at 40-60% encouraged 
microbial activities and the biodegradation of the 
hydrocarbons. Low moisture level and low oxygen 
content explain the low temperature reached in piles 
without bulking agent. As time progressed, the moisture 
level of the piles decline and water had to be added. This 
proved   to  be  difficult  because   the  material  may  not  
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readily absorb water due to the high hydrophobic nature 
of oil sludge (Zhou and Crawford, 1995). This is one of 
the challenges which always arise in bioremediation 
process involving co-composting with oil sludge.  

The initial degradation of the hydrocarbons in oil sludge 
may possibly be catalysed by mono and dioxygenase 
enzymes (Britton, 1984; Singer and Finnerty, 1984). The 
enzymes gradually oxidise the hydrocarbons to alcohol 
and aldehydes in the presences of oxygen, producing 
acids that finally follow a metabolic pathway to produce 
carbon dioxide (CO2) and water (H2O) (Britton, 1984; 
Singer and Finnerty, 1984). This is synthesized by 
aerobic microorganisms, which is clearly the benefit from 
the addition of the bulking agent. Therefore, the addition 
of suitable bulking agent improves aeration and the 
performance of the composting process of the oil sludge. 
When the total hydrocarbons present in the composting 
undergo a great degree of degradation, the process 
results in detoxification of the mass and the loss of their 
toxic substances.  

The limiting step of composting process is maintaining a 
suitable level of humidity in the pile. Furthermore, the 
challenges of composting bioremediation are the nature 
of the oil sludge, the composting conditions, microbial 
communities and time. Lack of sufficient readily 
decomposable organic matter may give inadequate 
substrate to stimulate microorganisms in the 
decomposition of untreated disposed oil sludge (Cole et 
al., 2003; Fountoulakis et al., 2009). In many cases, 
during composting process, organic material degrades 
along with target organic compounds and this has been 
found to interfere with degradation results, therefore, 
complicating understanding of the treatment efficiency 
(Kriipsalu et al., 2007).  Also during composting, if the 
degradation rate of target compound is slower than the 
biodegradable organics added as amendments; then the 
relative concentration of the contaminants may be 
affected by the reduction of the dry mass content, 
transformed into CO2 and H2O (Kriipsalu et al., 2007).  
Similar phenomenon has been described for heavy 
metals remaining in composting piles meanwhile the 
organic degrade (Parẻ et al., 1999; Kriipsalu et al., 2007). 
All these affect the mechanism of conversion in compost. 
Composting bioremediation tends to treat oil sludge in a 
cost-effective and environmental friendly way by utilizing 
effectively its biological, physical and chemical process. 
Many factors are considered in the design of an optimal 
oil sludge treatment process. These factors include time, 
nutrients, pH, moisture and microbial biodegraders; they 
are also considered as attributes of composting 
processes.  

Amidst limitations that may hamper the composting 
processes, co-composting techniques for bioremediation 
of oil sludge have its advantages. It is economically 
sound, natural process that destroys organic contami-
nants and the residues obtained are no more harmful. 
The process  eliminates  the transfer  of residue from one 

 
 
 
 
from one environmental medium to another. The biolo-
gical reactions occurring during composting will convert 
organic wastes into stable, mainly inorganic forms. These 
stable inorganic forms may cause little pollution effects if 
discharged onto land or into a water course.  As already 
stated, composting could be ex situ or in situ process 
depending on whether the oil sludge is taken out from its 
source or not. It is often less expensive and disruption is 
minimal. It eliminates waste permanently, eliminates long 
term liability, and has greater public acceptance, with 
regulatory encouragement, it can also be coupled with 
other physical or chemical methods.  As far as the effec-
tiveness of the by-products is concerned, the treated 
sludge is found enriched in organic matter along with 
sufficient amount of nutrients (nitrogen, phosphorus and 
potassium). This technique does not only reduce the 
PAHs concentrations, but tends to improve soil quality 
through the addition of organic matters. Also, if compared 
to landfill or landfarming and destructive treatment 
methods, such as incineration, the use of composted 
material and co-composting as bioremediation technique 
may possibly promote soil sustainability and re-use. 

It is reported in the literature that animal manure co-
composted with oil sludge can enhance the degradation 
of oil sludge. Also composting and the use of compost for 
the bioremediation of oil sludge have been reported to be 
cost-effective and environmental friendly. Hence, this 
technique has some physical, chemical and biological 
limitations.  Such limitations can be addressed by apply-
ing the current findings as the way forward on biode-
gradation and bioavailability of oil sludge constituents to 
the degrading bacteria.  

It also addresses the partitioning of oil sludge between 
environmental media, genetic transfer of the 
biodegradation knowledge to indigenous microbial 
communities and impact of oil sludge constituents on soil 
microbial diversity. These findings and knowledge on 
biodegradation and bioavailability of oil sludge add on the 
advantages that have been reported about composting 
techniques. Stimulated biological process and co-
metabolism of recalcitrant (heavy molecular weight 
PAHs) will be an added advantage of the composting 
technique. Therefore, it is important to implement the 
technique in such a way that takes care of all the 
limitations. 

Amidst limitations that may hamper the composting 
processes, co-composting techniques for bioremediation 
of oil sludge have its advantages. The technique has not 
only reduced the PAHs concentrations, but tends to 
improve soil quality through the addition of organic 
matters. However, if compared to landfill or landfarming 
and destructive treatment methods, such as incineration, 
the use of composted material and co-composting as 
bioremediation technique may possibly promote soil 
sustainability and re-use. The reports described in this 
study, have shown that co-composting of oil sludge with 
compost materials can promote degradation of oil sludge.  



 
 
 
 
As the addition of mature/ripe compost or any other 
nutrients constituents to the composting processes can 
also enhance the biodegradation of oil sludge and can 
reduce the toxicity of oil sludge. In all, there must be 
precautions to bear in mind. The precautions must be 
applied where there is a comparison between a labo-
ratory, pilot and field studies. This is because the 
chemical behaviour of the oil sludge constituents present 
may be different in each of the studies. The study may 
give false results different from the laboratory to that of 
the field studies, where the conditions are not the same. 
Such results may possibly lead to expectations that may 
not be reached at the end of the process. However, 
composting bioremediation tends to treat oil sludge in a 
cost-effective and environmental friendly way, by utilizing 
the removal efficiencies of its biological, physical and 
chemical process. It is possibly through conversion of the 
oil sludge to CO2 and H2O. However, this aim may not be 
thoroughly achieved due to the limitations of the 
technique or the design applied. In many cases, an 
important fraction of the oil sludge and their metabolites 
remain untouched by the treatment process. The amount 
of oil sludge residue remaining constitutes a major 
concern and source of debate in relation to risk 
assessment. Therefore, it is recommended that as 
composting techniques ‘rely’ on the biological process to 
remove or reduce the hydrocarbon content of oil sludge. 
There is a need to first gather and put into considerations 
all the information about the subsequent limiting factors 
during bioremediation (biological, chemical and physical 
limitation associated with composting), while looking for a 
way forward in the biotreatability studies. The limiting 
factors should help in the choice to design the process to 
optimise the treatment of oil sludge even after the 
removal of easily degradable constituents such as 2, 3 
and 4 ringed PAHs.  

These limiting factors (time, nutrients, pH, moisture 
level, biodegraders, toxic metabolites), during composting 
processes should be investigated, considered, ade-
quately addressed and managed to optimise the 
biodegradation of both low and high molecular weight 
PAHs. Optimised biodegradation can be achieved by first 
conducting the laboratory and pilot studies before 
applying the technology to the full scale. Such strategy 
will reveal the information about the type and metabolic 
activities of the indigenous bacteria, the presence of 
possible inhibitors, biodegradability of oil sludge under 
optimal conditions, effects of nutrients and bioavailability 
of oil sludge in the co-compost process. The pilot study 
may possibly help to decide whether biostimulation, 
bioaugmentation or the combination of both is the 
relevant method for addressing the limiting factors that 
may occur during composting bioremediation of oil 
sludge. Most importantly, there is need to really under-
stand microbial processes and environmental conditions 
conducive for seeding biodegradation information to the 
indigenous microbial communities. 
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CONCLUSION 
 
In conclusion, it is evident that researchers and most 
refineries have tried to treat oil sludge using conventional 
methods which includes physical treatment (storage, 
landfilling, combustion and incineration in a rotary kiln, 
lime stabilization, stabilization and solidification) chemical 
treatment (oxidative thermal treatment, treatment with fly-
ash, pyrolysis treatment and solvent extraction) and 
biological treatment (landfarming, bio-reactor treatment 
and composting).  

However, safe disposal and treatment of huge quantity 
of oil sludge generated during the processing of crude oil 
have been the major challenges faced by oil refineries 
and petrochemical industries. This is because these 
methods may require expensive equipments and high 
energy to treat the oil sludge. Although, some of these 
methods convert oil sludge into lighter products and 
reduce the quantity before disposal but some of the 
methods may generate by-products that may need to be 
treated using other methods before disposal to a landfill, 
making their cost significantly higher.  Nevertheless, this 
paper has reviewed the current position in the 
composting of oil sludge, the extent of development in 
methodology, the successes and the challenges 
encountered.  

The pathways of aerobic transformation have been 
reported and it is established that microorganisms 
capable of degrading oil sludge could be found in the 
contaminated environments. This have been of growing 
interest to the potential use of microbes to degrade oil 
sludge and more recent work has established that it is 
possible to use microbial-based processes to remediate 
contaminated environments. It is clearly evident from the 
review that substantial progress has been made in the 
development and application of biological techniques in 
the degradation of oil and oil sludge in the environment. 
However, application of these technologies to the 
degradation of relatively complex organic substrates has 
continued to be a challenge. In all, bioremediation of oil 
sludge is feasible given the depth of our current 
knowledge. Although the inherent limitations of 
bioremediation of oil sludge are known, further research 
is required to test these limitations and to exploit the 
potential of the in-situ microbial communities to 
metabolise the oil sludge.  

The findings will also help to deeply understand the 
microbial ecology and their activities in the degradation of 
oil sludge. It was necessary for further improvement of 
compost bioremediation process.  
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Ten genotypes including five lines (Kashi Anmol, Pant C-1, Japani Longi, Kashi Sinduri and Pusa Jwala) 
and five testers (R-Line, VR-339, AKC-89/38, DC-16 and Punjab Lal) of chilli were crossed to derive 25 F1 
hybrids. The 35 genotypes (10 parents and 25 F1 hybrids) were evaluated for yield and quality (capsaicin 
and oleoresin) traits. Highly significant correlation was observed between fruit yield per plant and 
average fruit weight (g). The direct and indirect effect on yield revealed that the maximum direct effect 
was exhibited by average fruit weight followed by number of fruits per plant via yield per plant. The 
crosses Pusa Jwala × VR-339, Pusa Jwala × DC-16 and Pant C-1 × VR-339 exhibited higher level of 
heterobeltiosis for most of the traits. The higher specific combing ability (SCA) for yield was obtained in 
crosses Kashi Sinduri × Punjab Lal followed by Pant C-1 × VR-339 and Pusa Jwala × VR-339. Among the 
hybrids, Pusa Jwala × VR-339 had higher yield as well as capsaicin content, moreover, Kashi Sinduri × 
AKC-89/38 exhibited highest oleoresin content. These best hybrids (Pusa Jwala × VR-339, Kashi Sinduri 
× Punjab Lal and Pant C-1 × VR-339) might be utilized for further chilli improvement programme. 
 
Key words: Chilli, heterosis, correlation, combining ability, capsaicin, oleoresin. 

 
 
INTRODUCTION 
 
The genus Capsicum consists of a diverse range of 
plants and fruits, and varies enormously with respect to 
morphology, yield and nutrition related parameters. 
Chillies are grown as annual crop, although it can also be 
grown as perennial shrub in suitable climatic conditions. 
Among the five cultivated species, Capsicum annuum L. 
is most widely cultivated for its pungent (hot pepper) and 
non pungent (sweet pepper) fruits throughout the world 
(Bosland and Votava, 2000). Chilli comprises wide 
spectrum of chemicals including steam-volatile oil, fatty 
oils, capsaicinoids, carotenoids, vitamins, protein, fiber 

and mineral elements (Bosland and Votava, 2000). The 
presence of capsaicinoids is specific to the genus 
Capsicum, which varies widely among varieties, seasons, 
places of origin, etc (Prasath et al., 2007). The chilli fruits 
are consumed at different ripening stage (green, red or 
partial red-ripe). India ranks first in dry chilli production in 
the world whereas, for the green chillies, the production is 
low (Anonymous, 2012). Heterosis breeding has been 
advantageous for increased chilli production. For effec-
tive transfer of desirable genes controlling both quantita-
tive and qualitative traits in the resultant progenies,

 

*Corresponding author. E-mail: shashank.hort@gmail.com. Tel: +91-9934387357. 
 
Abbreviations: GCA, General combing ability; SCA, specific combing ability; PCV, phenotypic coefficient of variation; BP, mean 
of better parent; MP, mean of mid parent value; ECV, environmental coefficients of variation; h

2
b, heritability in broad sense. 
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Table 1. Genotypes of chilli employed in the present investigation. 
 

Genotype Specific traits Source 

Kashi Anmol High yielding spreading IIVR, Varanasi, Uttar Pradesh 

Pant C-1 Pungent  GBPA&T, Pantnagar, Uttarakhand 

Japani Longi Erect bunch fruited  IIVR, Varanasi, Uttar Pradesh 

Kashi Sinduri Long paprika  IIVR, Varanasi, Uttar Pradesh 

Pusa Jwala Parrot green pungent  IARI, New Delhi 

R-LINE Restorer dark green pungent  AVRDC, Taiwan 

VR-339 High yielding long dark fruited  IIVR, Varanasi, Uttar Pradesh 

AKC89/38 Round fruited pungent dark colour PDKV, Akola, Maharashtra 

DC-16 Good general combiner  IIVR, Varanasi, Uttar Pradesh 

Punjab Lal High capsaicin and oleoresin content  PAU, Ludhiana, Punjab 

 
 
 
it is necessary to exploit the better combining breeding 
materials (Kearsey and Farquhar, 1998). Since yield is a 
complex trait, governed by a large number of component 
traits, it is imperative to know the interrelationship bet-
ween yield and its component traits to arrive at an optimal 
selection index for improvement of yield. Several hybrids 
have been developed in hot chillies; however, the hybrid 
development programme should be continuous so as to 
make the seeds available to the growers at affordable 
cost. This investigation was planned to identify good 
combiners and heterotic cross combinations for yield as 
well as quality and its component traits in chilli.  

 
 
MATERIALS AND METHODS 

 
This investigation was carried out to identify good combiners and 
heterotic cross combinations for yield and quality traits in chilli. Ten 
genotypes including five lines (Kashi Anmol, Pant C-1, Japani 
Longi, Kashi Sinduri and Pusa Jwala) and five testers (R-Line, VR-
339, AKC-89/38, DC-16 and Punjab Lal) (Table 1) were crossed to 
obtain 25 F1 hybrids. These 35 genotypes (10 parents and 25 
resulting F1 hybrids) were evaluated in a randomized complete 
block design (RCBD) with three replications at Indian Institute of 
Vegetable Research, Varanasi during 2007 - 2008. The maximum 
temperature during that period ranged from 18.9 to 27.2°C and 
maximum relative humidity ranged from 63 to 92% while the mini-
mum relative humidity ranged from 30 to 83%. The soil type of 
experimental field was alluvial with average fertility level pH range 
of 6.6 - 7.4. Recommended package and practices were applied to 
raise good crops (Bose and Som, 1986). 

The observations were recorded on nine horticultural traits, viz. 
number of fruits per plant, fruit length (cm), fruit diameter (cm), 
average fruit weight (mean of 10 fruits weight) (g), plant height (cm), 
yield per plant (g), capsaicin content (%) and oleoresin content (%). 

Capsaicin content in chilli powder was estimated by the method 
of Thimmaiah (1999) and oleoresin content was estimated by the 
procedure as suggested by Mathew et al. (1971) as per the 
following formula: 

 
                                     Dried weight of the residue 

Oleoresin content (%) =                                               × 100 
                                        Fresh weight of the sample  

The heterosis of F1s over the better parent (BPH) and mid parent 
(MPH) was calculated by using the formula: 
 

                                                                         F1 – BP
 

Percent heterosis over better parent (BPH) =                  x 100 
                                                                            BP  

 

                                                                         F1 – MP
 

Percent heterosis over mid parent (MPH) =                  x 100                                                                             
MP

 

 
 
Where, F1 = Mean value of F1s, BP = mean of better parent and MP 
= mean of mid parent value. 

Analysis of combining ability was carried out following 
Kempthorne (1957). The genetic parameters such as phenotypic, 
genotypic and environmental coefficients of variation (GCV, PCV 
and ECV), heritability in broad sense (h

2
b), genetic advance and 

correlation coefficients for each character were estimated as 
suggested by Tsegaye et al. (2007).  
 
 

RESULTS AND DISCUSSION 
 

The analysis of variance (ANOVA) indicated significant 
differences between parents for all seven traits, namely, 
number of fruits per plant, fruit length, fruit width, average 
fruit weight, fruit yield per plant, plant height and yield per 
plant (Table 2). The mean sum of squares of parental 
genotypes for all the characters was highly significant, 
which indicates that there was substantial variation in 
characters among genotypes. 

The ANOVA for general and specific combining ability 
for all seven traits were found significant (Table 2). The 
ratio of general combing ability (GCA) and specific com-
bing ability (SCA) variance revealed preponderance of 
non-additive genetic variances for all traits except yield  
per plant (g) that is governed by additive gene action.  
The magnitude of phenotypic coefficient of variation 
(PCV) values for all the traits were higher than the corres-
ponding (GCV) values (Table 3) indicating that these cha-
racters may be under influence of the environmental effect 
to some extent. The highest difference between GCV and 
PCV was observed for the fruit width (GCV = 12.18, PCV
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Table 2. ANOVA for line × tester analysis and its combining ability for seven quantitative traits in chilli. 
 

Source of variance D.F. 
Fruits 

per plant 

Fruit length 
(cm) 

Fruit width 
(mm) 

10 Fruit 

weight (g) 

Fruit weight per 
plant (g) 

Plant height 
(cm) 

Yield per 

plant (g) 

Replication 2 27.84 0.0694 0.0244 4.193 261.75 3.12 44.91 

parents 9 1589.62** 11.936** 0.1611** 667.50** 9502.79** 274.54** 10755.50** 

Females 4 2023.83** 10.81** 0.0725** 1046.38** 944.82 205.98** 10053.17** 

Males 4 1313.95** 7.91** 0.02041** 41.43** 6809.10** 294.41** 12651.05** 

Female × Male 1 955.41** 32.48** 0.3434** 164.26** 20509.44** 469.33** 5982.60** 

Hybrids 24 915.79** 8.37** 0.07611** 249.83** 9462.16** 103.24** 12990.90** 

Parents vs. hybrids 1 7630.10** 12.46** 0.1239** 107.28** 79321.41** 236.19** 103327.50** 

Error (L × T) 68 71.79 0.1223 0.0123 4.88 1073.06 8.032 682.64 

Line (Female) 4 1666.25** 5.72** 0.0384 835.84** 8348.37** 109.46** 17187.39** 

Tester (Male) 4 1482.25** 28.49** 0.1982** 156.39** 11604.94** 349.03** 11886.38** 

Line × Tester 16 586.56** 4.005** 0.550** 126.69** 9204.92** 40.24** 12217.92** 

GCA variance (
2
g) - 65.85 0.87 -0.03 24.63 51.45 12.60 154.60 

SCA variance (
2
s) - -298.56 -8.16 0.12 -9.90 -800.01 -102.93 110.51 

2
g/

2
s - -0.22 -0.11 -0.25 -2.49 -0.06 -0.12 1.40 

Error  48 66.96 0.083 0.01595 4.785 587.82 6.36 713.63 
 

*, ** Significant at 5 and 1% level, respectively.  

 
 
 

Table 3. Mean, range, genotypic and phenotypic coefficient of variation heritability and genetic advance in hybrid of chilli. 
 

Character Grand mean Range 
Coefficient of variation Heritability 

(h
2
b) 

G.A in percent 
of mean G.C.V P.C.V 

Fruits per plant 66.47 43.73 - 111.20 25.30 28.41 0.81 46.87 

Fruit length (cm) 5.70 2.31 - 9.56 29.15 29.59 0.97 59.12 

Fruit width (mm) 1.16 0.86 - 1.40 12.18 16.33 0.56 18.96 

Average fruit weight (g) 26.71 87.67 - 322.67 33.84 34.81 0.95 67.76 

Plant height (cm) 50.84 40.20 - 61.40 11.18 12.33 0.84 21.04 

Yield per plant (g) 174.95 65.40 - 308.22 36.56 39.62 0.85 69.51 
 
 
 

= 16.33), which means the environment has maximum 
influence on fruit width (Table 3).  

The high genetic advance coupled with high heritability 
of average fruit weight (GA = 67.76%, h

2
b = 95%), yield 

per plant (GA = 69.51%, h
2
b = 0.85%), fruit weight per 

plant (GA = 60.13%, h
2
b = 0.83%) and fruit length (GA = 

59.12%, h
2
b = 97%) suggested appreciable level of 

improvement for these characters subjected to selection. 
High estimates of heritability for above characters sug-
gested that selection based on phenotypic performance 
would be effective as propounded by Johnson et al. 
(1955). Low heritability is noted for an important charac-
ter, that is, number of fruits per plant (h

2
b = 31.16%).  

Therefore, it is obvious that selection for number of 
fruits per plant alone may not be effective in the early 
generation when the individual plants are selected on the 
basis of phenotypic performance. High heritability cou-
pled with high genetic advance has been reported for 
yield and fruit weight per plant in chillies (Munshi and 
Behra,   2000;   Sreelathakumary  and   Rajamony,  2004; 

Singh and Yadav, 2008). 
Highly significant genotypic correlation was observed 

for average fruit weight (0.752), with significant corre-
lation with fruits per plant (0.496) (Table 6). It suggests 
that increase in these characters would result in increase 
in yield. Average fruit weight was also significantly corre-
lated with fruit length (0.472) and negatively correlated 
with fruits per plant (-0.183). Negative genotypic corre-
lation was found between fruit length and number of fruits 
per plant (-0.118), fruit width and fruits per plant (-0.150), 
fruit and fruit length (-0.367); and average fruit weight and 
fruits per plant (-0.183), which indicate that increase in 
fruits per plant would result in decrease in fruit weight. 
The direct and indirect effect (Table 5) on yield revealed 
that the maximum direct effect was exhibited by average 
fruit weight (P = 732, G = 0.704) followed by fruits per 
plant (0.589) via yield per plant. Similar results have been 
reported in chillies by Palsudesai et al. (2006), Hosamani 
and Shivkumar (2008) and Ganeshreddy et al. (2008), 
where they observed significant correlation of various
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Table 4. Best three heterotic F1s and GCA and SCA effects for six characters in chilli. 
 

Character Hybrids (F1) BP (%) MP (%) Parent GCA Hybrids (F1) SCA 

Fruits per plant 

Pusa Jwala × DC-16 161.55 163.71 DC-16 16.73 Pant C-1 × VR-339 24.19 

Pusa Jwala × VR-339 127.63 160.19 PantC-1 13.87 Pant C-1 × DC-16 14.12 

Japanese Longi × DC-16  96.43 110.57 Pusa Jwala 5.71 Kashi Sinduri × R Line 15.14 

Fruit length 
(cm) 

Pant C-1 × Punjab Lal 52.38 71.63 R Line 2.15 Japanese Longi × AKC-89/38 2.24 

Pant C-1 × DC-16  51.68 59.42 Kashi Sinduri 0.80 Pant C-1 × Punjab Lal 1.34 

Pant C-1 × R Line 37.99 74.91 Pusa Jwala 0.52 PusaJwala × VR-339 1.04 

Fruit width 
(mm) 

Japanese Longi × DC-16 20.69 34.62 AKC-89/38 0.14 JapaneseLongi × DC-16 0.26 

Japanese Long I × Punjab Lal 12.68 21.48 Kashi Sinduri 0.08 Japanese Longi × VR-339 0.14 

Kashi Sinduri × R Line 7.57 9.04 VR-339 0.08 KA-2 × AKC-89/38 0.12 

Average fruit 
weight (g) 

Pant C-1 × Punjab Lal 123.33 123.33 Kashi Sinduri 12.95 Kashi Sinduri × PunjabLal 11.60 

Pant C-1 × DC16 90.00 93.22 VR-339 2.92 KA-2 × AKC-89/38 8.10 

Pusa Jwala × R Line  22.34 49.35 R Line 4.00 Pusa Jwala × VR-339 7.68 

Plant height 
(cm) 

Kashi Sinduri × Punjab Lal 17.15 20.63 R Line 4.96 PusaJwala × R Line 5.97 

Pusa Jwala × R Line  12.73 18.88 PantC-1 3.37 KA-2 × DC-16 3.72 

KA-2 × Punjab Lal 15.68 23.68 VR-339 2.69 JapaneseLongi × VR-339 3.16 

Yield per plant 
(g) 

Pusa Jwala × VR-339 220.53 264.47 Kashi Sinduri 37.11 Kashi Sinduri × PunjabLal 99.77 

Pusa Jwala × DC-16 205.53 312.85 VR-339 27.06 Pant C-1 × VR-339 92.59 

Pant C-1 × VR339 239.00 247.77 RLine 21.26 Pusa Jwala × VR-339 70.80 

 
 
 
yield attributing traits with fruit yield. 

Considering yield and number of fruits per plant, out of 
25 F1’s, 3 cross combinations viz., Pusa Jwala × DC-16 
(161.55%) exhibited highest heterobeltiosis followed by 
Pusa Jwala × VR-339 (127.63%) and Japani Longi × DC-
16 (96.43%) (Table 4). The corresponding values for 
these crosses for mid parent heterosis was 163.71, 
160.19 and 110.57%, respectively. Regarding fruit length, 
Pant C-1 × Punjab Lal, Pant C-1 × DC-16 and Pant C-1 × 
R line showed 52.38, 51.68 and 37.99% heterosis over 
better parent, respectively. For these crosses, heterosis 
over mid parent for fruit length was observed to be 71.63, 
59.42 and 74.91, respectively. For yield per plant (g) the 
crosses Pusa Jwala × VR-339 (220.53%), Pusa Jwala × 
DC-16 (205.53%) and Pant C-1 × VR-339 (239%) may be 
exploited for hybrid vigour in chilli  (Tembhurne and Rao, 
2012; Sharma et al., 2013). The high heterotic response 
as observed in most of the crosses further supported the 
predominant role of non-additive component in the 
inheritance of the character studied. 

In the present study, none of the lines or testers 
exhibited significant GCA effects for all the characters 
(Table 6). The lines identified as promising combiner for 
different characters were Pant C-1 for number of fruits 
per plant and plant height, Pusa Jwala for number of 
fruits per plant and fruit length and Kashi Sinduri for fruit 
length, fruit width, and average fruit weight per plant and 
yield per plant. Among the testers, VR-339 was found to 
be good combiner for fruit width, average fruit weight per 
plant, plant height and yield per plant, R-Line for fruit 
length, average fruit weight, plant height and yield per 
plant, DC-16 for number of fruits per plant, and AKC-

89/38 for fruit width. In terms of better general combiner, 
Pant C-1, DC-16 were found to be good general com-
biners for number of fruits per plant while Kashi Sinduri, 
VR-339 and R-Line were found to be good general 
combiners for yield per plant. It is therefore suggested 
that the above mentioned genotypes may be exploited in 
hybrid breeding program for increasing fruit weight and 
number of fruits in chilli. The crosses exhibiting best SCA 
effects for fruits per plant were Pant C-1 × VR-339, Pant 
C-1 × DC-16 and Kashi Sinduri × R-Line; for fruit weight 
per plant, Pusa Jwala × VR-339, Kashi Sinduri × R-Line 
and Pant C-1 × VR-339 (Table 4).  

In general, the crosses which were heterotic as well as 
good specific combiner for fruits per plant, fruit weight per 
plant (g) and yield per plant were Pant C-1 × VR-339, 
Pant C-1 × DC-16, Pusa Jwala × VR-339, Kashi Sinduri × 
R-Line and Kashi Sinduri × Punjab Lal. Pant C-1 × VR-
339, Pant C-1 × DC-16 and Kashi Sinduri × R-Line invol-
ving both the high general combiners for fruits per plant, 
fruit yield perplant and could; therefore, be due to additive 
and additive × additive type of gene interaction which are 
fixable in nature.  

High general combining ability of the parents therefore 
seems to be reliable criterion for the prediction of specific 
combining ability. For number of fruits per plant, KA-2 × 
DC-16 and Kashi Sinduri × Punjab Lal involved low × 
high general combiner, while KA-2 × AKC-89/38 and 
Kashi Sinduri × R-Line involved low × low general combiners. 
Heterosis in the cross involving low × high general com-
biner might be due to dominant × additive type of interac-
tion which is partially fixable and the crosses involving 
both the poor combining parents and showing high SCA
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Table 5. Phenotypic and genotypic correlation coefficient for six characters in chilli. 
 

Character 
Fruit length 

(cm) 
Fruit width 

(mm) 
Average fruit 

weight (g) 

Plant 

height (g) 

Yield per 
plant (g) 

Fruits/ plant 
P -0.091 -0.065 -0.152 0.222 0.535** 

G -0.118 -0.150 -0.183 0.155 0.496* 

Fruit length (cm) 
P  -0.259 0.459* 0.289 0.332 

G  -0.367 0.472** 0.323 0.351 

Fruit width (mm) 
P   0.243 0.072 0.180 

G   0.325 0.094 0.211 

Average fruit weight (g) 
P    0.219 0.730** 

G    0.233 0.752** 

Plant height (cm) 
P     0.304 

G     0.278 
 

P, Phenotypic; G, genotypic. 
 
 
 

Table 6. Phenotypic and genotypic path analysis of six characters in chilli. 
 

Character 
Fruit length 

(cm) 
Fruit width 

(mm) 

Average fruit 

weight (g) 

Plant 

height (g) 

Yield per 
plant (g) 

Fruit length 
(cm) 

Fruits/ plant 
P 0.589 0.001 -0.001 -0.112 -0.005 0.535 

G 0.496 0.010 0.008 -0.129 0.003 0.496 

Fruit length (cm) 
P -0.053 -0.007 -0.003 0.336 -0.006 0.332 

G -0.058 -0.087 0.019 0.332 0.006 0.351 

Fruit width (mm) 
P -0.038 0.002 0.011 0.178 -0.001 0.180 

G -0.074 0.032 -0.051 0.229 0.002 0.211 

Average fruit weight (g) 
P -0.090 -0.003 0.003 0.732 -0.005 0.730 

G -0.091 -0.041 -0.017 0.704 0.004 0.752 

Plant height (cm) 
P 0.131 -0.002 0.001 0.160 -0.021 0.304 

G 0.007 -0.028 -0.005 0.164 0.019 0.278 
 

P, Phenotypic; G, genotypic. 

 
 
 

Table 7. Fruit quality traits of parental lines of chilli. 
 

Parent Fruit colour Oleoresin (%) Capsaicin (%) 

Kashi Anmol (KA-2) Green 8.8 0.9 

Pant C-1 Light Green 9.73 1.07 

Japani Longi  Green 8.2 0.93 

Kashi Sinduri Green 12.13 0.3 

Pusa Jwala Yellow 9.4 0.88 

R-Line  Dark Green 8.13 0.71 

VR-339 Light Green 11.7 1.21 

AKC 89/38 Green 9.86 1.25 

DC-16 Dark Purple 12.06 0.93 

Punjab Lal Light Green 10.1 1.11 

 
 
 

may be due to intra and inter-allelic interaction. Overall, 
the crosses Kashi Sinduri × Punjab Lal, Pant C-1 × VR-
339 and Pusa Jwala × VR-339 showing high SCA for 

yield also exhibited high or average SCA effects for yield 
component traits. These crosses exhibited significant 
SCA effects indicating the presence of non-additive gene
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Table 8. Fruit quality traits of promising chilli hybrids (F1’s). 
 

Hybrid Fruit colour Oleoresin (%) Capsaicin (%) 

KA-2 × R Line Green 12.26 0.71 

KA-2 × VR339 Green 10.53 1.15 

KA-2 × AKC-89/38 Green 8.93 1.06 

KA-2 × Punjab Lal Green 10.53 0.95 

Pant C1 × R line Green 10.86 1.09 

PantC1 × VR 339 Light Green 8.73 1.19 

Pant C1 × AKC-89/38 Green 9.60 1.13 

Pant C1 × DC 16 Dark Purple 9.26 0.97 

Japani Longi × VR-339 Green 10.26 0.76 

Japani Longi × AKC-89/38 Green 11.06 1.15 

Japani Longi × DC 16 Dark Purple 11.20 0.97 

Kashi Sinduri × R line Green 12.33 0.65 

Kashi Sinduri × VR-339 Green 10.46 0.64 

Kashi Sinduri × AKC-89/38 Green 11.80 0.69 

Kashi Sinduri × DC 16 Dark Purple 10.46 0.70 

Kashi Sinduri × Punjab Lal Green 9.46 1.02 

Pusa Jwala × VR 339 Light Green 9.86 1.72 

Pusa Jwala × Punjab Lal Light Green 10.05 1.36 
 
 
 

action. Similar results were reported by Prasath and 
Ponnuswami (2008a). 

For quality components, the parental lines AKC-89/38 
(1.25%) and VR-339 (1.21%) recorded highest capsaicin 
content (%) while, Kashi Sinduri (12.13%) and DC- 16 
(12.06%) recorded highest oleoresin content (Table 7). 
Among the hybrids (Table 8), Pusa Jwala × VR-339 
(1.72%) followed by Pusa Jwala × Punjab Lal (1.36%) 
recorded highest capsaicin content moreover, Kashi 
Sinduri × R Line (12.33%) followed by KA-2 × R Line 
(12.26%) exhibited highest oleoresin content (%) as 
reported by Ben-Chaim et al. (2006), Prasath et al. 
(2007) and Prasath and Ponnuswami (2008b). 

In the present study based on per se performance, 
heterosis and SCA effects, the hybrids Pusa Jwala × VR-
339, Kashi Sinduri × Punjab Lal and Pant C-1 × VR-339 
were found superior for yield and quality traits. The three 
short listed hybrids may be utilized for further chilli 
breeding programme. 
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Simple sequence repeats (SSRs) which is an efficient genetic markers for comparative genome mapping 
can be helpful in the classification of genotypes, germplasm resource utilization and breeding 
programmes. Therefore, the present study was conducted to show genetic variation and investigate 
inter-relationship between ten mango genotypes. Twenty (20) SSR markers were tested with 10 
genotypes: Kalepad, Neelum, Swarnarekha, Alphonso Rumani, Sendura, Banganapalli, Himayuddin, 
Mulgoa and Bangalora. The genomic DNA was extracted from the leaf samples using cetyltrimethyl 
ammonium bromide (CTAB) method. Polymerase chain reaction (PCR) amplification of the DNA isolated 
from 10 mango genotypes with 20 SSR primers produced a total of 240 amplified products, of which 184 
were polymorphic and 56 monomorphic. The sizes of the alleles detected ranged from 120 to 369 bp. 
SSR markers were highly polymorphic with an average of 2.70 alleles per primers. SSRs gave moderate 
values of polymorphic information content (PIC) range of 0.320 to 0.774. The amplified products varied 
between 2 (LMMA 1, 5, 7, 12, 16, MiSHRS-1 and MiSHRS-37) to 3 and 4 (LMMA 4, 6, 9, 10, 11, 13, 14, 15 
MiSHRS-4, 48, 18, 39 and LMMA 8) bands per primer. We obtained moderate degree of genetic diversity, 
with Jaccard’s similarity co-efficient values ranging from 0.075 between cluster I and II to 0.285 between 
clusters II and III. The dendrogram generated from the unweighted pair group arithmetic average 
(UPGMA) cluster analysis broadly placed 10 mango cultivars into three major clusters at co-efficient 
similarity of 0.65. The cluster size varied from 1 to 6 and cluster III was the largest cluster comprising of 
six cultivars followed by cluster II possessing three and cluster I possessing one variety. Cluster I had 
the highest diverse cultivars namely, Kalepad, Neelum and Swarnarekha. Cluster II included cultivar of 
Alphonso. Cluster III contain the cultivars viz., Rumani, Sendura, Bangnapalli, Himayuddin, Mulgoa and 
Bangalora. Unique fingerprints were identified in the cultivars. The unique fingerprints size ranged from 
LMMA-8 (257-270 bp), LMMA-11 (232- 245 bp) to MiSHRS 39 (340-369 bp). The tendency of clustering 
among mango cultivars revealed that they have strong affinity towards further breeding programme. 
 
Key words: Cultivars, genetic diversity, mango, simple sequence repeats (SSR). 

 
 
NTRODUCTION  
 
Mango (Mangifera indica L.) belonging to the family 
Anacardiaceae occupies paramount place among the 
fruit crops grown in India and christened as the “King of 

fruits” owing  to its delicious flavor and taste; there are 
1000 varieties found in the country (Singh, 1996). 
However, there is a lot of confusion in nomenclature of 
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the mango cultivars, which is attributed to the lack of 
systematic approach in nomenclature. Characterization of 
available cultivars is a prerequisite for their conservation 
as well as utilization in the further breeding programmes. 
Genetic analysis including assessment of genetic diver-
sity, relatedness between or within species, population 
and individuals as well as genotype characterization, are 
central tasks for many disciplines of biological sciences. 
Conventionally, genetic analysis was dependent on mor-
phological and/or biochemical markers. During the past 
few decades, classical strategies of genetic analysis have 
been increasingly complemented by molecular techni-
ques. The most fundamental of these molecular techni-
ques are DNA markers which portray genome sequence 
composition, thus, enabling the detection of differences in 
the genetic information carried by the different indivi-
duals. Therefore, these markers are powerful tools in 
genotype identification or fingerprinting and the esti-
mation of relatedness between genotypes. Consequently, 
they provide the means to utilize our existing germplasm 
resources to understand fundamental plant processes 
and mechanisms. Furthermore, marker-mediated genetic 
analysis elucidates the genetic basis of agronomic cha-
racters and leads to their direct manipulation by plant 
breeders. 

Microsatellites consist of highly variable tandem 
repeats of very short motifs (1-6 bp) (Litt and Lutty, 
1989). Based on microsatellites, two types of DNA mar-
kers could be generated, that is, simple sequence 
repeats (SSRs) and inters simple sequence repeats 
(ISSRs). In SSRs, the polymorphism is detected by PCR 
amplification using primers complementary to unique 
flanking sequences. SSRs are becoming the markers of 
choice in genetic studies because they are transferable, 
multiallelic codominant markers, easily reproducible, 
randomly and widely distributed along the genome 
(Rafalski et al., 1995). 

Genetic characterization serves the twin purpose of the 
identification of genotypes and estimation of their genetic 
relatedness (Ravishankar et al., 2000). Traditionally, the 
genetic variation in mango was estimated using morpho-
logical markers and isozymes. These techniques how-
ever do not provide an accurate estimation of variation 
and could lead to misidentification or duplication of 
genotypes. The incorrect labeling of cultivars and 
ambiguous identification of individual is a limitation that 
impedes progress in mango improvement programmes. 
Precise characterization of genetic variation at the 
molecular level is possible using DNA based markers. 
Different molecular marker, such as randomly amplified 
polymorphic DNA (RAPDs) (Bajpai et al., 2008), amplified 
fragments length polymorphism (AFLP) (Eiadthong et al., 
2000), inter-simple sequence repeats (Pandit et al., 2007) 
and simple sequence repeats (Duval et al., 2005; Schnell 
et al., 2006; Viruel et al., 2005) have been employed for 
genetic diversity assessment in mango cultivars. SSR 
have  gained  considerable  importance in genetic studies  
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owing to their desirable attributes such as hyper-varia-
bility, multiallelic nature, co-dominant inheritance and re-
producibility. Assessment of the genetic structure of closely 
related cultivars is also possible with SSRs. Based on 
informative and robustness; the use of SSRs has been 
preferred to determine the genetic relationships among 
the mango cultivars. Keeping in view these advantages, 
we analyzed the closely related mango cultivars with 
micro satellite markers.  
 
 

MATERIALS AND METHODS 
 
A total of 10 mango genotypes used in this study were collected 
from the mango orchard of State Horticultural Farm, Kanyakumari, 
Tamil Nadu, India. 
 
 
DNA isolation 
 
Total genomic DNA was isolated from fully expanded leaves using 
the hexadecyltrimethylammonium-bromide (CTAB) method (Murray 
and Thompson, 1980) with few modifications. Briefly, 2 g of leaves 
were ground in liquid nitrogen to a fine powder. The powder was 
added to 6 mL of extraction buffer (100 mM Tris-HCl pH 8.0, 20 mM 
EDTA, 1.4 M NaCl, 2% (wv-1) CTAB, 2–mercaptoethanol 2% and 
1% (wv-1) PVP) and incubated at 65°C for 30 min. The DNA was 
extracted with chloroform – octanol (24: 1). The DNA was washed 
with 70% ethanol and dissolved in 100 – 400 μL of TE (10mM Tris–
HCl pH 8.0, 1 mM EDTA and 0.2 mg mL

-1
 RNase). The DNA 

concentration was determined spectrophotometrically at 260 nm. 
Stock DNA samples were stored at -20°C and diluted to 20 ng uL

-1
 

when in use. 
 
 
PCR procedure 
 
The PCR reactions were performed on Perkin Elmer 9,600 
thermocycler (USA). Each PCR reaction consisted of 2 µl of 10 x 
reaction buffers, 0.5 µl of 10 mM dNTPs, 2 µl of each forward and 
reverse primer, 0.3 µl of Tag DNA polymerase, 2 µl of DNA and 
13.2 µl of sterile water in a final reaction volume of 20 µl. The PCR 
reaction profile was DNA denaturation at 95°C for 5 min followed by 
40 cycle of 94°C for 1 min; primer annealing at 51°C for 1 min, 72°C 
for 1 min, and finally 72°C for a final extension of 5 min. Amplifica-
tion products were separated by electrophoresis (8.3 V cm

-1
) in 

1.5% agarose gels and stained in ethidium bromide. A photographic 
record was taken under UV illumination. 
 
 

Data analysis 
 
Only clear and repeatable amplification products were scored as 1 
for present bands and 0 for absent ones. The specific bands useful 
for identifying species and cultivars were named with a primer 
number followed by the approximate size of the amplified fragment 
in base pairs. Polymorphism was calculated based on the presence 
or absence of bands. The 0 or 1 data matrix was created and used 
to calculate the genetic distance and similarity using “Simqual” a 
subprogram of the NTSYS-PC program (numerical taxonomy and 
multivariate analysis system program) (Rohlf, 2000). The genetic 
associations between accessions were evaluated by calculating the 
Jaccard’s similarity coefficient for pair wise comparisons based on 
the proportions of shared bands produced by the primers (Jaccard, 
1908). The dendrogram was constructed by using a distance matrix 
using  the  unweighed  pair  group  method with arithmetic average  
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Table 1. The sequence and details of the primer pairs. 
 

Primer name Primer details (5'-3') 

LMMA1 
f:atggagactagaatgtacagag 

r:attaaatctcgtccacaagt 

LMMA 4 
F:AGATTTAAAGCTCAAGAAAAA 

R:AAAGACTAATGTGTTTCCTTC 

LMMA 5 
F:AGAATAAGCTGATACTCACAC 

R:TAACAAATATCTAATTGACAGG 

LMMA 6 
F:ATATCTCAGGCTTCGAATGA 

R:TATTAATTTTCACAGACTATGTTCA 

LMMA 7 
F:ATTTAACTCTTCAACTTTCAAC 

R:AGATTTAGTTTTGATTATGGAG 

LMMA 8 
F:CATGGAGTTGTGATACCTAC 

R:CAGAGTTAGCCATATAGAGTG 

LMMA 9 
F:TTGCAACTGATAACAAATATAG 

R:TTCACATGACAGATATACACTT 

LMMA 10 
F:TTCTTTAGACTAAGAGCACATT 

R:AGTTACAGATCTTCTCCAATT 

LMMA 11 
F:ATTATTTACCCTACAGAGTGC 

R:GTATTATCGGTAATGTCTTCAT 

LMMA 12 
F:AAAGATAGCATTTAATTAAGGA 

R:GTAAGTATCGCTGTTTGTTATT 

LMMA 13 
F:CACAGCTCAATAAACTCTATG 

R:CATTATCCCTAATCTAATCATC 

LMMA 14 
F:ATTATCCCTATAATGCCCTAT 

R:CTCGGTTAACCTTTGACTAC 

LMMA 15 
F:AACTACTGTGGCTGACATAT 

R:CTGATTAACATAATGACCATCT 

LMMA 16 
F:ATAGATTCATATCTTCTTGCAT 

R:TATAAATTATCATCTTCACTGC 

MiSHRS-1 
F: TAACAGCTTTGCTTGCCTCC 

R: TCCGCCGATAAACATCAGAC 

MiSHRS-4 
F: CCACGAATATCAACTGCTGCC 

R: TCTGACACTGCTCTTCCACC 

MiSHRS-37 
F: CTCGCATTTCTCGCAGTC 

R: TCCCTCCATTTAACCCTCC 

MiSHRS-48 
F: TTTACCAAGCTAGGGTCA 

R: CACTCTTAAACTATTCAACCA 

MiSHRS-18* 
F: AAACGAGGAAACAGAGCAC 

R: CAAGTACCTGCTGCAACTAG 

MiSHRS-39† 
F: GAACGAGAAATCGGGAAC 

R: GCAGCCATTGAATACAGAG 

 
 
 
(UPGMA) sub-program of NTSYS-PC. 
 
 

RESULTS AND DISCUSSION  
 

Twenty (20) SSR primers were used for generating 
banding profile (Table 1). Out of which 17 primers gave 
consistent and discrete bands. Three typical SSR profiles 
are  shown  in  Figure  1. The details with respect to band  

 
 
 
 
statistics are shown in Table 2. The 20 SSR primers 
produced a total of 240 amplified products, of which 184 
were polymorphic and 56 monomorphic. The number of 
alleles detected varied form 2 (LMMA 1, 5, 7, 12, 16, 
MiSHRS-1 and MiSHRS-37) to 3 and 4 (LMMA 4, 6, 9, 
10, 11,13,14,15 MiSHRS-4, 48, 18, 39 and LMMA 8). The 
average number of alleles per primer pair was 2.70. The 
allele size ranged from 120 (MiSHRS-4 and MiSHRS-37) 
to 369 bp (MiSHRS-39). Earlier, Shareefa (2008) and 
Nayak (2010) reported similar values of SSR polymor-
phism (71 to 81.8), number of alleles and allele size in 
mango cultivars. In the present study, most of the SSR 
primers detected multiple loci, which can be attributed to 
the allopolyploid nature of mango (Mukherjee, 1950).  

The characteristics of PCR products namely, the poly-
morphism information content (PIC) is presented in Table 
2. In the present experiment, SSR markers gave low PIC 
values ranging from 0.320 (MiSHRS-37) and 0.683 
(MiSHRS-4). The average PIC value for MiSHRS primer 
series was 0.552 whereas it was 0.518 in LMMA primer 
series in our study which is similar to the findings of 
Shareefa (2008) and Nayak (2010). PIC values of these 
markers were also low to moderate in Florida mango 
cultivars (Schnell et al., 2006). 20 SSR primers in the ten 
mango cultivars detected a total of 240 scorable bands 
with an average of 2.70 bands/SSR, ranging from 2 to 4 
bands/SSR. This is lower than those reported by Viruel et 
al. (2004) in their work with 16 primer pairs among 28 
mango genotypes, probably due to the lower number of 
analyzed samples as well as due to the less diverse 
genotypes analyzed. 

The analysis of molecular data showed high level of 
genetic similarity within the analyzed cultivars, while dif-
ferent levels of genetic diversity were detected among ten 
mango genotypes determined based on the Jaccard’s 
pair wise similarity co-efficient. We obtained moderate 
degree of genetic diversity, with Jaccard’s similarity co-
efficient values ranging from 0.075 between cluster I and 
II to 0.285 between clusters II and III. The dendrogram 
generated from the unweighted pair group arithmetic 
average (UPGMA) cluster analysis broadly placed 10 
mango cultivars into three major cluster at co-efficient of 
0.65 (Figure 2). The cluster size varied from 1 to 6 and 
cluster III was the largest cluster comprising of six culti-
vars followed by cluster II possessing 3 and cluster I 
possessing one variety. Cluster I has the most diverse 
cultivars namely, Kalepad, Neelum and Swarnarekha. 
Cluster II included cultivar of Alphonso. Cluster III has the 
cultivars viz., Rumani, Sendura, Bangnapalli, Himayuddin, 
Mulgoa and Bangalora.  

The Jaccard’s similarity values (65%) clearly depicted 
rich genetic variability in the cultivars studied. Our fin-
dings are supported by the earlier studies on genetic 
diversity analysis in mango using different marker system 
(RAPD) (Bajpai et al., 2008; Singh, 2005). The rich 
genetic variation found in cultivar progeny could be 
attributed to the cross pollinated nature of mango crop,
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Similarity Coefficient

0.59 0.62 0.65 0.68 0.72 0.75 0.78 0.81 0.84 0.87 0.91 0.94 0.97 1.00

          

 Bangalora 

 Mulgoa 

 Himayuddin 

 Bangnapalli 

 Sendura 

 Rumani 

 Alphonso 

 Swarnarekha 

 Neelum 

 Kalepad 

 
 

Figure 1. Phenogram of ten mango cultivars based on SSR data. The phylogenetic tree obtained from unweighted pair-group (UPGMA) 
cluster method of Nei’s genetic distances option in the NTSYS-PC1.2 program. 

 
 
 

Table 2. Allele variation and PIC values for SSR marker identification in mango 
genotypes. 
 

Locus Number of alleles Product size  (bp) PIC values 

LMMA1 2 200-210 0.560 

LMMA 4 3 235-240 0.520 

LMMA 5 2 280-285 0.395 

LMMA 6 3 220-235 0.382 

LMMA 7 2 198-215 0.690 

LMMA 8 4 257-270 0.774 

LMMA 9 3 170-180 0.380 

LMMA 10 3 145-172 0.642 

LMMA 11 3 232-245 0.720 

LMMA 12 2 195-205 0.430 

LMMA 13 3 180-200 0.620 

LMMA 14 3 165-170 0.320 

LMMA 15 3 195-225 0.364 

LMMA 16 2 220-245 0.465 

MiSHRS-1 2 200-210 0.524 

MiSHRS-4 3 120-130 0.683 

MiSHRS-37 2 120-150 0.320 

MiSHRS-48 3 205-225 0.520 

MiSHRS-18* 3 210-240 0.615 

MiSHRS-39† 3 340-369 0.650 
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SSR profile of mango cultivars generated by the primer MiSHRS39 

SSR profile of mango cultivars generated by the primer LMMA11 

SSR profile of mango cultivars generated by the primer LMMA8 

 
 

Figure 2. Simple sequence repeats (SSR) profiles of ten different mango cultivars. 
 
 
 

high degree of heterozygosity and high discriminatory 
power of the SSR markers. The diverse genetic back-
grounds of cultivars seem to have contributed to rich 

genetic variation observed in mango cultivars. In Kalepad 
and Neelum south Indian, especially Tamil Nadu, flo-
wering cultivar of mango has regular bearing throughout
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Table 3. Distribution of genotypes to different clusters based on UPGMA methods. 
 

Cluster Number of genotype Name of genotype 

Cluster I 3 Kalepad, Neelum and Swarnarekha 

Cluster II 1 Alphonso 

Cluster III 6 Rumani, Sendura, Banganapalli, Himayuddin, Mulgoa and Bangalora 
 
 
 

the year. Swarnarekha cultivar prominently in Andra 
Pradesh has coloured fruit and is an early bearing culti-
var. Alphonso has alternate bearing habit, which might 
be due to environmental, genetic and physiological 
factors. Other cultivars viz., Rumani, Sendura, 
Banganapalli, Himayuddin, Mulgoa and Bangalora, are 
popular varieties of South India. Thus, these diverse 
cultivars could have resulted in high genetic variability 
among the cultivars. 

As with other vegetative propagated clonal crops, the 
differences among mango cultivars can result from 
epigenic modifications in response to the environment 
(Kaeppler et al., 2000). Somatic and bud mutations also 
play a minor role in clonal polymorphism in woody 
plants. Naik (1948) observed significant variation 
among the trees of some clones in mango with respect 
to fruit cha-racteristics and tree performance. It could be 
expected that most of the somatic mutations that occur 
during plant growth would have no effect on phenotype, 
although they could be identified at the molecular level. 

DNA fingerprinting can be employed for individual 
identification of cultivars or rootstock for different horti-
cultural purpose, such as breeder’s right, identification 
of pollen parents and determination of genetic 
relatedness (Lavi et al., 1993). The potential of SSR 
markers in fingerprinting is well established in mango 
(Viruel et al., 2005; Shareefa, 2008). Unique fingerprints 
are genotype and marker specific alleles that may serve 
as indicators of a particular region of the genome 
specific to a parti-cular trait of horticultural importance. 
The genotypes carrying the unique alleles may prove 
useful for intro-ducing diversity in the future mango 

breeding programmes. The application of DNA 
fingerprinting technology has the potential of 
significantly improving mango breeding pro-jects in 
terms of cost, time and efficiency by enabling eventual 
use of marker-assisted selection (MAS) and reduction 
in the nature of backcross generations needed for gene 
introgression. Our study revealed that SSR markers are 
useful not only for varietal identification, but also in 
future mango breeding progrommes to maximize 
genetic variability among the mango cultivars.  
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Photoperiod sensitive genic male sterile rice lines contain genes that induce complete sterility in high 
temperature and long day light length period, and revert to fertility in optimum low temperature and 
short day light length period. These lines are good candidates for hybrid rice seed production. The 
main challenge limiting their use in production of hybrid rice seeds is that of determining the exact time 
of their growth period when sterility gene(s) is expressed. The objective of this study was to determine 
the time in the rice growth period when the sterility gene(s) are expressed. Rice line ZAU11S106, a 
photoperiod sensitive genic male sterile line was used to test the hypothesis: it is possible to estimate 
time within ±2 days when photosensitive genic male sterility (PGMS) gene is expressed. Sowing was 
done in 9 rows in Hangzhou, China in the month of May and matured in August when day light length 
was over 14 h and day temperatures were over 30°C.  At 57 days, old plants in row 1 were given short 
day length treatment and after every four days, the next row was included in the treatment. This was 
done until plants in row 1 flowered when the treatment was stopped. Plants given short day length 
treatment at 73 and 77 days old realized 6 and 0% seed set, respectively.  At 73 and 77 days old, plants 
were at dyad and tetrad stages of pollen development, respectively. The conclusion was that, the 
sterility gene was expressed between the dyad and tetrad stage of pollen development.  
 
Key words:  Photoperiod, pollen abortion, PGMS rice. 

 
 
INTRODUCTION  
 
Heterosis or hybrid vigour realized in F1 has been used to 
increase yield in many out-crossing crops like maize (Zea 
may). In particular, hybrid seed technology has been 
practiced in maize since 1939s and it accounts for over 
30% increase in yield (Duvick, 1992, 1997). Two inbred 
genetically fixed varieties of a particular crop are crossed 
to obtain hybrids seeds. Plants from such seeds are 
special in that they express what is called “heterosis” or 
hybrid vigor. The basic principle is that, if two parents are 
crossed, which are genetically distant from each other, 

the offspring will be “superior”, particularly in terms of 
yield. Hybrid seed technology is practiced in many other 
crops including wheat, sunflower, cotton and rice (Igor 
and Hari, 1969; Burke and Arnold, 2001; Xie and Hardy, 
2009). Search for high yielding rice (Oryza sativa L.) line 
has gone through a number of breeding metamorphic 
stages. The first major breakthrough was the incur-
poration of a semi-dwarfing gene (sd-1) in Chinese 
variety Dee-geo- woo-gen (Khush, 1994, 1995) into the 
ordinary rice plant around 1955 providing a plant

 
*Corresponding author. E-mail: nnpanj@yahoo.com.  
 
Abbreviations: PGMS, Photosensitive genic male sterile line; SDLLT, Short day light length treatment; LDLL, Long day light 
length; HYVs, High yielding varieties; IRRI, International Rice Research Institute; CMS, Cytoplasmic male sterile; I/KI, Potassium 
iodide.  
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architecture that can accommodate use of more 
nitrogenous fertilizer hence, higher yield (Hu, 1993). Later 
came the high yielding varieties (HYVs) such that the 
International Rice Research Institute (IRRI) produced IR8 
(Hossain et al., 1999). This was nicknamed “miracle rice” 
because of its improved yield. IR8 varieties churn out 10 
metric tones/hectare in research stations, and for a long 
time this remained the yield ceiling.  To break this barrier, 
two routes were adopted “Super Rice” or IRRI 15-tonner, 
which was achieved by a radical restructuring of the rice 
plant architecture, and the other route is by hybridizing 
rice. Super hybrid rice (Asia-Pulse, 1999; Yuan, 1997) 
has so far demonstrated the capacity to break the yield 
ceiling established by IR8 and other high yielding 
varieties (Heiling, 1999; Yuan, 1997). Production of 
hybrid rice started in 1970s with the discovery of 
cytoplasmic male sterile, “wild rice with abortive pollen”, 
or WA rice line (Oryza sativa f. spontanea) (Virmani, 
1996). This is what is called the “three line system” 
because it involves a sterile, a maintainer and a restorer 
line. Yield increase due to crossing breeding in rice 
exploits hybrid vigour or heterosis just like in maize. For 
rice, heterosis has been reported to increase rice yield by 
between 20 to 30% above the current dwarf lines (Kush 
et al., 1994; Virmani et al., 1996; Virmani et al., 2003). 
The yield gains led China to start commercial production 
of hybrid rice in 1976 and lines that can yield up to 17 
tons per hectare have been developed (Yuan, 1997; 
Kuyek, 2000). Most available estimates suggest that 
China’s hybrid rice yields average 15 to 20% more than 
the high-yielding inbred varieties (Yuan, 1994; Xie and 
Hardy, 2009).  

To produce hybrid seeds, a sterile female parent and 
fertile male parent (pollen donor) are needed. This is 
achieved by male emasculation of the pollen recipient or 
the female parent which makes it labour and skill-
intensive and increases cost of production especially if it 
is done manually (Virmani and Kumar, 1997).  Despite 
this, hybridization remains the major method of 
increasing the rice yield. According to Yuan Longping, 
China has reached the yield plateau for hybrid rice (IRRI, 
1998) using the three line system, however another major 
boost is expected from adopted “super hybrid” rice 
program (Xie and Hardy, 2009). The Green Revolution, 
led by IRRI’s high-yielding varieties (HYVs), led to 
dominance of a few lines such that by the mid-1980s just 
two HYVs occupied 98% of the entire rice growing area 
of the Philippines (Kuyek, 2000) leading to genetic 
erosion and reduced biodiversity. The problem has been 
increased by use of cytoplasmic male sterile (cms) lines 
in hybrid seed production that has lead to increase of 
cytoplasmic uniformity leaving the hybrids vulnerable to 
disease and other environmental catastrophe (Levings, 
1990). 

Photosensitive genic male sterile (PGMS) rice is expected 
to reduce the problem of genetic degradation because it 
can be used with many restorer lines (both indica and 
japonica  rice  lines)  to  produce  hybrid  seeds, unlike  in 

 
 
 
 
CMS where they are limited due to maternal (female 
parent) and paternal (male parent) incompatibility, which 
lead to F1 sterility (Oka, 1974; Lin et al., 1992). Wide 
compatibility is realized because PGMS (female) lines 
with diversified germplasm background can be produced 
unlike in cms whereby wild abortive (WA) is the major 
maternal line used (Virmani, 1996). Since the cost of 
production of hybrid rice seed using PGMS is expected to 
be lower then, PGMS lines are suitable candidates in 
Hybrid rice seed production technology.  

Discovery of PGMS rice line in 1970s (Shi, 1981, 1985) 
ushered in the use of two-line system as a major method 
of producing hybrid seeds (Mao and Deng, 1993). PGMS 
rice lines are completely sterile in long day light length 
(LDLL) and revert to fertility in short day (Shi, 1985; Shi 
and Deng, 1986). They do not require a maintainer line 
like in the case of cytoplasmic male sterile plants since 
they maintain themselves. In LDLL (above 14 h) and in 
temperature of above 26°C it is completely sterile and 
reverts to fertility in optimal day length and temperature 
(Yuan et al., 1993; Ku et al., 2001).   

To effectively use PGMS rice lines in hybrid rice seed 
production, a good breeding program needs to be 
developed. This will include evaluation and monitoring of 
PGMS genes to determine the time when it is switched 
on and off. Under sterility inducing conditions, the fertility 
gene is off and the pollen is completely sterile and seed 
set rate is zero (Xu et al., 1995, Ku et al., 2001, Njiruh 
and Xue, 2011). When PGMS are grown in short day, low 
temperature plants revert to fertility; a time when they are 
used to propagate themselves for the next generation. 
The PGMS character is genetically controlled and can be 
inherited from one generation to another (Shi, 1985; 
Virmani, 1994). The trait is controlled by genes pms1 and 
pms2 in chromosomes 7 and 3, respectively (Zhang et 
al., 1994) and pms3 on chromosomes 12 (Mei et al., 
1999).  

This has enabled breeding for new lines with the PGMS 
trait and among them include W6154s, W7415s, 
NS5047S, 31111s, WD1S, 8801S, 6334s, N5047S 
(Virmani, 1994; Xue et al., 1999).  The objective of this 
research was to track PGMS gene and determine when it 
is expressed in rice growth cycle as this will enable 
development of a rice breeding program that ensures 
optimum sterility inducing condition, prevail at the time of 
gene expression. In this report, the PGMS gene has been 
tracked to identify the critical four days within rice growth 
cycle in which switching off and on of the gene is 
determined.   
 
 
MATERIALS AND METHODS 
 
Plant materials used were Sterile (PGMS) line ZAU11S106 and a 
fertile line ZAU11F121 (control- ck). ZAU11S106 is a PGMS 
developed from japonica line N5047S protoplasts (Xue et al., 1999).  
Sowing was done on May 14th,

 
2003 at the Zhejiang University–

Huajiachi Campus experimental fields at Hangzhou in China, 
30°15N.  Plants  were  grown  under natural conditions and  sowing 



  

 
 
 
 
was programmed so that the plants headed in summer during the 
LDLL and high temperature.  In this research, LDLL refer to day 
length of over 14 h day time including morning and evening twilight 
while short day refer to 11 h daylight including the morning and the 
evening twilight. High temperature refer to >33°C and >26°C during 
day and night respectively and low temperature refer to 26 and  
20°C  during day and night, respectively.  
 
 
Sowing and Short day length treatment of PGMS 
 
Rice lines ZAU11S106 and control ZAU11F121 were sown on May 
14th in nine rows each with six plants and allowed to grow up to 
57th or the stage just before the primordial stage.  After 57 days, 
the first row was covered with an opaque black cloth at 4.00 pm 
and uncovered at 9.00 pm Hangzhou-China time, so that it 
experienced only 11 h of normal daytime light. This is what is 
referred to as short day light length treatment (SDLLT) throughout 
this research.  Time when first row was given SDLLT was referred 
to as day zero (0) and after four days, the first and the second row 
were put under SDLLT.  After every four days, a new row was 
included in the SDLLT. This was done as described in Table 1 until 
plants in the first row flowered when SDLLT was stopped.  
 
 
Relation between PGMS gene expression and Pollen 
development  
 
Before plants in each row were given SDLLT, a panicle was 
collected and fixed in Canoys solution II for pollen analysis. 
Panicles were collected on days 57, 61, 65, 69 and 73 after sowing 
for rows 1, 2, 3, 4, and 5, respectively. At 73 days old and after, 
pollen had completely matured and therefore, pollen were collected 
from 77 days old plants or row 6 represents rows 7 and 8. A whole 
panicle from each sample was directly scanned using Uniscan 
2100k scanner (Tsinghua, China). The fixed spikelets were stored 
at 4°C till use. This was followed by washing the glumes in 95% 
ethanol to wash away any residues of Canvoy’s solution that could 
create artifacts. Anthers were extracted from the glume using 
forceps or a dissecting needle for very young glumes and placed on 
a microscope glass slide with a drop of 1% potassium iodide (I/KI) 
solution after which, they were macerated using the forceps to 
release the pollen cells. Anther-husks were removed from the glass 
slide leaving the microspores only after which a cover slide was 
placed on a glass slide, observed, and photographs taken under 
x40 of light microscope (Olympus 35AD2, Japan). Photos were 
scanned using Uniscan 2100k scanner (Tsinghua, China) and 
processed using Adobe Photo Element version 2.  
 
 

Determination of plant fertility  
 
At post ripening stage, three tillers with full grown panicles were 
picked from each hill in each row for seed set evaluation. Glumes 
with filled up grains were counted and fertility was calculated as a 
percentage of total number of grains per spike to total number of 
glumes per spike x 100. 

 
 

RESULTS 
 

Effects of short day length treatment on ZAU11S106 
rice panicle fertility 
 
ZAU11S106 plants in rows 1, 2, 3, 4 and 5 were given 
SDLLT  for  28,  24,  20,  16  and  12  days  respectively 
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(Table 1). These plants recorded seed set of 16, 18, 8, 20 
and 6%, respectively.  The plants given SDLLT on  57, 
61, 65, 69 and 73 days old flowered at 81, 81, 90, 96 and 
101 days old after sowing respectively. In ZAU11S106 
rows 6, 7 and 8 (Ck) were given SDLLT for 8, 4 and 0 
days, or at 77, 80 and 80(Ck) days old all recorded 0% 
seed set and panicle appeared seedless (Figure 2b). 
These plants flowered after 101,102 and 105 days of age 
in this respect. The boundary on which seeds set was 
recorded and complete sterility was 77 days old or at 8 
days of SDLLT or in row 6.  ZAU11F121 plants in all row 
recorded over 39% seed set except row 2, which 
recorded 15% (Table 1).    

A sample of panicles from ZAU11S106 plants under 
SDLLT in lines 1 to 5 and that from 6 and 7 lines are 
shown in Figure 2a and b, respectively. Glumes of 
panicle shown in Figure 2b were completely seedless 
while those from panicle shown in 2a recorded an 
average of 45% seed set.   
 
 

Linkage of PGMS gene expression to Pollen 
developmental stages  
 
Samples of panicles picked from rows 1 and 2 
(corresponds 57 and 61 days old plants) did not have 
observable glumes. When these samples were stained 
with 1% I/K, no pollen grains were noticed (Figure 3a and 
b). However, samples obtained from rows 3 to 5 had 
distinctively grown glumes and after staining with 1% I/K, 
pollen were observed. These are the plants that received 
SDLLT on 65, 69 and 73 days old (Figure 3c to e).  

Between days 57 and 61 after sowing panicles had no 
differentiated glumes and no pollen was observed for 
both ZAU11S106 (Figure 3f and g) and ZAU11F121 
(Figure 3k and I). On 65th day after sowing pollen mother 
cell had formed for both ZAU11S106 and ZAU11F121 
(Figure 3h and m) respectively. Dyads were observed in 
both ZAU11S106 (Figure 3i) and ZAU11F121 (Figure 3n) 
on day 69th after sowing; while on day 73 after sowing 
tetrad were observed for both ZAU11S106 and 
ZAU11F121 (Figure 3j and o, respectively). 

Mature panicle from rows 5, 6, 8 (sterile control) and 
ZAU11F121 are shown in Figure 4a to d. Some pollen 
grains of plants in row 5 stained blue-black like the pollen 
from ZAU11F121 (Figure 4e and h). Plants in row six 
which was given SDLLT at 77 days old had their pollen 
all staining yellow same to those in rows 8 (ZAU11S106 
control line). Pollen and panicle for row 7 were similar to 
those from row 6 and were not included.     
 

 

DISCUSSION 
 

Effects of Short length treatment on ZAU11S106 
fertility 
 
PGMS rice line ZAU11S106 given SDLLT in row 1 to 5



  

6586        Afr. J. Biotechnol. 
 
 
 
Table 1. Parameters used to track Critical Point of PGMS gene expression. Table a shows data collected from ZAU11S106 while b show 
data collected from ZAU11F121  
 

Day 
length  (h) 

Plant 
Row 

Date of initiation of SDLLT 
(Days after sowing) 

Heading 
date 

Total days of 
SDLT 

Days from sowing to 
Heading 

Seed set    % 

11 1 11-July (57) 4-Aug 28 81 16 

11 2 15-July(61) 4-Aug 24 81 18 

11 3 19-July(65) 11-Aug 20 90 8 

11 4 23-July(69) 17-Aug 16 96 20 

11 5 27-July(73) 22-Aug 12 101 6 

11 6 30-August(77) 23-Aug 8 102 0 

11 7 3- August(81) 26-Aug 4 105 0 

14 8 CK (81) 26-Aug 0 105 0 

 

11 

 

1 

 

11-July (57) 

 

4-Aug 

 

28 

 

81 

 

39 

11 2 15-July(61) 4-Aug 24 81 15 

11 3 19-July(65) 11-Aug 20 88 41 

11 4 23-July(69) 11-Aug 16 88 53 

11 5 27-July(73) 17-Aug 12 94 64 

11 6 30-August(77) 17-Aug 8 94 67 

11 7 3- August(81) 17-Aug 4 94 51 

14 8 CK (81) 11-Aug 0 91 54 
 

In both Tables a and b, column 1 shows number of hours of daylight the plants were exposed to SDLLT while “plants row” in column 2 refer to order of 
sowing in the concrete trough. Column three indicate the dates on which SDLLT was initiated and figures in brackets indicate the age of plant at the 
time of SDLLT. Heading dates in column 4 refer to date when all plants in each row flowered. Column 5 and 6 shows total number of short day length 
treatment and days from sowing to maturity respectively. Plant fertility (%) or seed set (%) shown in column 7 indicate percentage seed of all plants in 
each row treatment.  
 
 
 

recorded a seed set rate of between 6 and 20% with an 
average of 14%. These were plants given SDLLT on 
days 57, 61, 65, 69 and 73 after sowing. For rows 6 and 
7 seed set rate of 0% was recorded same as ZAU11S106 
control line. There was a drastic reduction of 20% seed 
set recorded in row 4 to 0% seed set recorded in rows 6 
and 7. Plants in row 5 received 12 days of SDLLT and 
recorded 6% seed set while plants in row 6 received 8 
days of SDLLT and recorded seed set of 0%. At initiation 
of SDLLT, plants in row 5 were 73 days old; this was 
followed with 12 days of the SDLLT treatment after which 
the plants were left to grow under LDLL growth condition 
for 16 days when they flowered. The total time in days 
taken to completion of flowering was 73 days at initiation 
of SDLLT +12 days of SDLLT +16 days under LDLL 
growth conditions or 103 days.   

Despite the 16 days under LDLL growth conditions 
before flowering, plants in this row still recorded 6% seed 
set (Table 1) and some pollen stained blue-black with 1% 
I/K same as non PGMS control plants of ZAU11F121 
(Figure 4e and h). This implies that fertility gene must 
have been expressed within the 12 days of SDLLT and 
before the plants were left to grow under LDLL growth 
conditions. Plants in row 6 received SDLLT for 8 days 
starting at 77 days old and stopped when they were 
85days old. After 8 days of SDLLT these plants were left 
to grow under LDLL growth conditions and flowered 17 
days later, recorded a seed set of 0% (Table 1a) and 

mature pollen stained yellow with 1% same ZAU11S106 
control plants in row 8 (Figure 4f and g) . Difference in 
SDLLT was 4 days (12 to 8 days) and within this period 
sterility inducing gene had already been expressed thus a 
seed set of 0% in row 6. Therefore the critical period 
when sterility genes were expressed lie between days 73 
and 77 after sowing. At 77 days of age, exposure of 
plants to SDLLT for only 8 days resulted to complete 
sterility just like plants in the control row 8. At 73 days 
old, pollen corresponds to tetrad stage of meiosis (Figure 
3); at this stage when the PGMS were exposed to SDLLT 
for only four days above 73 they were irreversibly fertile 
and LDLL growth conditions could not reverse it. 
Similarly, plants exposed to LDLL growth conditions for 
four days above 73 days old became completely sterile 
and a follow up with SDLLT could not induce any seed 
set. Growth of ZAU11S106 under LDLL growth conditions 
or under SDLLT before 73 days of age did not determine 
if the plant was to be completely sterile or fertile.  This is 
why plants given SDLLT at 73 days old displayed spikelet 
fertility just like the ones given SDLLT at 57days old. 

Panicle development in Figures 3a to e corresponds to 
growth in row 1 to 5 or to 28 to 12 days of SDLLT or 57 to 
73 days of plants’ age at commencement of SDLLT. 
Pollen from plants in these growth stages had normal 
meiotic pollen development for ZAU11S106 (Figure 3f to 
j) same as ZAU11S121 (Figure 3k to o).  Pollen from 
ZAU11S106 plants given SDLLT at 73 days old stained  



  

 
 
 
 

 
 

Figure 1.  Sowing pattern of ZAU11S106 and 
ZAU11F121 for SDLLT. PGMS rice ZAU11S106 
was sown in concrete troughs in rows each with 6 
plant and allowed to grow for 57 days after which 
SDLLT was started. Plants were covered from 4.00 
to 9.00pm when complete darkness set in so as to 
be exposed to only 11 h of daylight.  Figure a 
shows plants at initiation of SDLLT and Figure b 
shows plants at cessation of SDLLT. In Figure 1 a 
only four rows appear (others were not captured) 
but Figure b show the total size of trough and 
number of rows. Plants given SDLLT flowered 
earlier than those which did not (Figure b).  

 
 
 
yellow or colourless with 1% I/KI indicating that they were 
of abortive type (Figure 4b). Therefore, SDLLT after 73 
days old could not induce fertility and pollen cells were of 
abortive type. When plants were given SDLLT between 
69 and 73 days old for 12 days they were fertile and 
allowing them to grow under LDLL growth conditions for 
16 days could not prevent some pollen to stain blue-black 
with 1% I/KI solution indicating that they are of fertile 
type. Transformation of pollen from sterile to fertile and 
vise versa was found to occur between days 73 and 77 
old after sowing. This is the critical period of pollen 
transformation. Once sterility or fertility reaction take 
place during the critical period, transformation is irrever- 
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Figure 2. Effects of SDLT and LDLT on PGMS rice 
ZAU11S106 panicle fertility. Panicle in Figure 2a was a 
sample of plants in row 1 to 5 shown in Table 1. These 
plants which recorded some seed set received SDLLT for 
12 to 28 days or when plants were between 57 and 73 
days old. Panicle shown in Figure 2b with seedless 
glumes was obtained in ZAU11S106 sown in row 6 as 
recorded in Table 1. Plants in this row received SDLLT for 
only 8 days when they were 77 days old.   

 
 
 

sible despite the conditions prevailing later.  According to 
Yuan et al. (1993), at critical period, SDLLT make PGMS 
rice irreversibly fertile while LDLL treatment makes them 
irreversibly sterile. 

Microscopic observation of pollen development from 
pollen mother cell to tetrad stage from both ZAU11S106 
and ZAU11F121 (control) plants with or without SDLLT 
displayed same meiotic features up to tetrad. 
ZAU11S106 plants given SDLLT at tetrads stage (row 5) 
of pollen cell development recoded 6% seed set but 
those given SDLLT after tetrad (row6) had 0% seed set 
(Table 1). Apparently, the decision whether glumes will 
be fertile or sterile is taken between days 73 and 77 (4 
days difference). Therefore, ZAU11S106 needed for 
production of self-breed seed for its own maintenance 
need to be given SDLLT before 77days old and those 
needed to be completely sterile for hybrid seedproduction 
need be given LDLL growth conditions between 73 and 
77 days after sowing.  

In photosensitivity male sterility (PGMS) rice, LDLL and 
high temperature induce up to 100% pollen sterility while 
in short day length growth conditions pollen recover their 
vitality and become fertile (Xue et al., 1999).  Sterility is 
controlled by three major genes; pms1, pms2 and pms3 
that have been mapped on chromosomes 7, 3 and 12, 
respectively (Zhang et al., 1994; Mei et al., 1999).  
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Figure 3.  ZAU11S106/ZAU11F121 rice panicles and pollen cells at various stages of development. a to e shows 
samples of panicles obtained from ZAU11S106 in rows 1 to 5 taken before SDLLT initiation. At this stage 
panicles from ZAU11S106 and ZAU11S121 did not display any observable difference among them (therefore the 
samples represent both lines).  Meiotic pollen from ZAU11F106 are presented in f to j while those from 
ZAU11F121are presented in k to o. Samples were taken up to completion (tetrad stage) of meiosis. 

 
 
 

According to Yuan et al. (1993) the critical time 
determining sterility or fertility in PGMS rice is the time 
from primary premordia through secondary premordia 
differentiation to differentiation of stamen and pistillate. 
All pollen (100%) from ZAU11S106 rice given SDLLT  at 
77 days stained yellow with 1% I/KI and 0% seed set was 
realized (Figure 4f and g).  At 73 days old, a time when 
pollen development was at tetrad stage of meiosis, 

SDLLT for four days gave 6% seed set. This is an 
indication that PGMS gene(s) were expressed between 
days surrounding tetrad and cytokinesis stages of pollen 
development or between 73 to 77 days old after sowing. 

When breeding for hybrid rice seeds female parent 
need to be 100% sterile to prevent contamination of 
hybrid seeds with self-breed seeds. Precise determina-
tion of the most critical stage of sterility expressing genes
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Figure 4. Manifestation of ZAU11S106 and ZAU11F121panilce and pollen cells after critical point of fertility/sterility 
determination. Figures a, b, c and d  shows mature PGMS panicle collected from rows 5,6, 8(sterile control) and Fertile control 
(ZAU11F121).  Pollen extracted from glumes were stained in 1% K/I. Figure e show pollen collected from mature panicle from 
row5 which shows effect of SDLLT at critical point of fertility determination and some pollen have stains of blue-black, resembling 
pollen from ZAU11F121 rice panicles in Figure h which stain blue black with 1% K/I. Figures f and g indicate pollen from row and 
row 8 (control), respectively.  
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will enable synchronization of sowing, so plants enter pri-
mordial stage of flowering in LDLL growth conditions.  
PGMS require sterility inducing conditions only at the 
critical sterility determining stage, once this is realized  
pollen become irreversibly sterile (Njiruh and Xue, 2011).  
Once expressed, the PGMS gene leads to deformed 
tapetum and exine (Kaul, 1988; Xu et al., 1995; Njiruh 
and Xue, 2011). Tapetum is the innermost wall of 
microsporogium that provide enzyme, hormones and 
food to the growing pollen mother cells (PMC). 
Biochemical substances interfere with the normal 
functioning of the tapetum by cutting off the pollen 
nourishment system and starve them to death since 
under sterility inducing conditions anther locules of 
PGMS plants are occupied by deformed pollen (Ku et al., 
2001); such biochemical reaction may have taken place 
under SDLL growth conditions.  
 
 

Conclusion 
 

ZAU11S106 was completely sterile when given LDLL 
growth conditions at dyad and tetrad stage of pollen 
development. This corresponds to period 73 to 77 days 
old. Therefore, fertility or sterility was determined within 
these 4 days. 
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The impact of water stress on the growth, concentration of phytochemicals and antifungal potency of 
Bryophyllum pinnatum L. was investigated. Three weeks old seedlings were subjected to 3, 7 and 10 
days water deficit regimes and a control (watered daily). Plant height, number of leaves, whole plant dry 
weight, net assimilation rate, leaf area ratio and relative growth rate were reduced by 6 to 50% as 
intervals of water deficit increased. Alkaloids, tannins, saponins and flavonoids were present in all 
plants and all but alkaloids increased with increase in intervals of water deficit. Alkaloid content 
decreased by 1.3 to 10.5% while the other phytochemicals increased by 12 to 206% in response to water 
deficit stress. Ethanolic extracts of plants from the four batches showed varying inhibition zones against 
Candida albicans. The inhibition zones decreased with increasing water deficit intervals corresponding 
with the decrease in alkaloid content. This research has revealed that water stress increases the tannin, 
saponin and flavonoid contents of Bryophyllum but decreases the alkaloid content. 
 
Key words: Bryophyllum, water deficit, phytochemicals, inhibition zone. 

 
 
INTRODUCTION 
 
Bryophyllum pinnatum L., a perennial herb belonging to 
the Crassulaceae family and commonly known as resur-
rection plant, miracle leaf, air plant and life plant in 
English, is found growing widely in tropical Africa, tropical 
India, China, Australia and South America as a weed 
(Okwu, 2003). The phytochemical screening of B. pinnatum 
revealed the presence of alkaloids, flavonoids, phenolic 
compounds, tannins and saponins. The proximate profile 
shows that the plant is rich in magnesium, calcium, 
potassium, phosphorus, sodium, iron and zinc. It also 
contains vitamins: ascorbic acid, riboflavin, thiamine and 

niacin (Majaz et al., 2011). Three new components: 
bryophyllol, bryophollone and bryophollenone have also 
been isolated from the fresh leaves of B. pinnatum. B. 
pinnatum possesses significant antimicrobial, anti-inflam-
matory, analgesic, antihypertensive, wound healing, 
hepatoprotective and show neuropharmacological and 
antidiabetic activities (Kamboj and Saluja, 2009). The 
presence of phenolic compounds indicate that the plant 
possess anti-microbial activity. The plant is effective in 
the treatment of typhoid fever, bacterial and fungal infec-
tions particularly by Staphylococcus aureus, Escherichia 
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coli, Bacillus subtilis, S. typitic, Candida albicans and 
Aspergillus fumigatus (Akinpelu, 2000). B. pinnatum has 
high saponin content which justifies the use of the extracts 
to stop bleeding and in treating wounds. Saponin has the 
property of precipitating and coagulating red blood cells. It 
has tannins that give astringent properties and strong 
analgesic potency of its alkaloids (Siddarta and Chaudhuri, 
2002). It has antihypertensive, antidiabetic activity and it 
alters the general behavioural pattern (Ojewole, 2002, 
2005). Both qualitative and quantitative variations of se-
condary metabolites have been shown to occur in res-
ponse to various types of stress (Watermann and Mole, 
1989). Water stress has been shown to increase the con-
centration of secondary metabolites in plant tissues 
(Mundree et al., 2002). It has also been shown to reduce 
leaf artemisin content in Artemisia annua (Charles et al., 
1993). Thus, environmental factors including water deficit 
can increase or decrease phytochemicals in plants. 

Since some of these compounds may have negative 
impact on health when taken in high doses or may affect 
the quality of products, it is important to investigate the 
extent to which environmental factors alter phytochemicals 
and subsequent bioactivity of plants. In this study, the 
impact of water deficit stress on the growth, phytoche-
micals and subsequent antifungal activity of B. pinnatum 
was investigated. 
 
 

MATERIALS AND METHODS 
 

Plant material 
 

B. pinnatum L. plants were collected from the Botanic Garden of the 
University of Lagos and identified in the Herbarium of the Depart-
ment of Botany. C. albicans was isolated and identified in the Phar-
maceutical Microbiology Unit, Faculty of Pharmacy, University of 
Lagos. Pure culture of the fungus was obtained and later used for 
inoculation. 
 
 

Planting procedure 
 

Fresh leaves were placed in bowls containing water for faster germi-
nation of bulbils. After three weeks, 100 plants were transplanted 
into planting bags containing 2.5 kg of loamy soil. The young plants 
were separated into four groups of 25 plants and one batch each 
was subjected to daily watering (control), 3 days water deficit (WD), 
7 days WD and 10 days WD regimes and each time 200 ml water 
was used for watering. 
 
 

Growth parameters 
 

Growth parameters (plant height, number of leaves, whole plant dry 
weight, leaf area, leaf area ratio, net assimilation ratio and relative 
growth rate) were measured in 10 and 14 weeks old plants using 
methods outlined by Eze (1965) and Noggle and Fritz (1976). 
 
 

Preparation of plant extract 
 

Plant samples were oven dried at 40°C, powdered and soaked in 
300 ml  of  ethanol  for  72 h.  The  crude ethanol extract was filtered  

 
 
 
 
and the filtrate was evaporated into dryness over a water bath (at 
45°C) and weighed. 
 
 

Phytochemical screening 
 

Phytochemical screening was carried out on the extract and on the 
dried powdered specimens using standard procedures as described 
by Sofowora (1993), Trease and Evans (1989) and Harborne (1973). 
The phytochemicals tested were alkaloids, tannins, flavonoids and 
saponins. 
 
 

Quantitative determination of the total amount of alkaloids 
 

Alkaloid concentration was determined by the procedure outlined by 
Harborne (1973). Tannins were determined by the method of Van-
Burden and Robinson (1981), flavonoids by Bohm and Kocipai-
Abyazan (1994) and saponins by Obadoni and Ochuko (2001). 
 
 

Determination of the total amount of alkaloids 
 

Five grams (5 g) of the sample was mixed with 220 ml 10% acetic 
acid in ethanol, covered and allowed to stand for 4 h. This was fil-
tered and the extract was concentrated on a water bath to one-quar-
ter of the original volume. Concentrated ammonium hydroxide was 
added drop wise to the extract until the precipitation was complete. 
The whole solution was allowed to settle and the precipitate was 
collected and washed with dilute ammonium hydroxide and then 
filtered. The residue is the alkaloid, which was dried and weighed 
(Harborne, 1973). 

 
 
Determination of the total amount of tannins 

 
500 mg of the sample was mixed with 50 ml of distilled water and 
shaken for 1 h in a mechanical shaker. This was filtered into a 50 ml 
volumetric flask and made up to the mark. Then, 5 ml of the filtrate 
was pipetted out into a test tube and mixed with 2 ml of 0.1 M FeCl3 

in 0.1 M HCl and 0.008 M potassium ferrocyanide. The absorbance 
was measured at 120 nm within 10 min (Van-Burden and Robinson, 
1981). 

 
 
Determination of the total amount of flavonoids 

 
10 g of the plant sample was extracted repeatedly with 100 ml of 
80% aqueous methanol at room temperature. The solution was 
filtered through whatman filter paper No. 42 (125 mm). The filtrate 
was later transferred into a crucible and evaporated into dryness 
over a water bath and weighed to a constant weight (Bohm and 
Kocipai-Abyazan, 1994). 
 
 

Determination of the total amount of saponins 
 

20 g of each powdered sample were mixed with 100 ml
 
20% 

aqueous ethanol and placed in a hot water bath at 55°C for 4 h with 
continuous stirring. The mixture was filtered and the residue re-
extracted with another 200 ml 20% ethanol. The combined extracts 
were reduced to 40 ml over water bath at about 90°C. The concen-
trate was transferred into a 250 ml separatory funnel and 20 ml of 
diethyl ether was added and shaken vigorously. The aqueous layer 
was recovered while the ether layer was discarded. The purification 
process was repeated. 60 ml of n-butanol was added to the aqueous 
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Figure 1. Mean height (A), number of leaves (B) and whole plant 
dry weight (C) of Bryophyllum plants subjected to different water 
deficit regimes (bars with similar letters for each parameter are not 
significantly different at p< 0.05 using Duncan’s multiple range test. 

 
 
 
extract. The combined n-butanol extracts were washed twice with 10 
ml of 5% aqueous sodium chloride. The remaining solution was 
heated in a water bath. After evaporation, the samples were dried in 
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the oven to a constant weight (Obadoni and Ochuko, 2001). 

 
 
Innoculation and incubation 

 
25 ml Saboraund dextrose agar (SDA) was measured aseptically 
and 1 ml of the calibrated organism was mixed with the medium and 
poured into a sterile Petri dish and was mixed and allowed to 
solidity. When the plates set, wells were bored using a cork borer of 
size 10 mm. Then, 0.2 ml of each extract and standard were intro-
duced into the wells with the use of 1 ml sterile syringe. It was 
covered and kept in the incubator for 48 h at room temperature while 
the presence of measurable zone of inhibition was observed. Means 
of three replicates were recorded with the standard errors. Test of 
significance between treatments was done using analysis of va-
riance (ANOVA) and Duncan’s Multiple Range Test. 

 
 
RESULTS AND DISUSSION 
 
B. pinnatum L. subjected to 3, 7 and 10 days water deficit 
had marked reduction in growth. Plant height, number of 
leaves, whole plant dry weight, leaf area ratio, net assimi-
lation rate and relative growth rate were reduced by 6 to 
50% with greater reductions as intervals of water deficit 
increased (Figures 1 and 2). This corroborates an earlier 
study by Umebese et al. (2009) that water stress treat-
ments lead to reduction in water potential in amaranth and 
tomato plants resulting in marked decreases in growth. 
The reduction in growth during water deficit stress has 
been attributed to the formation of reactive oxygen spe-
cies (ROS). ROS which include oxygen ions, free radicals 
and peroxides, form as a natural by-product of the normal 
metabolism of oxygen and have important role in cell sig-
naling. However, during environmental stress such as 
drought, ROS levels increase dramatically resulting in oxi-
dative damage to proteins, lipids and DNA (Devasagayam 
et al., 2004). The reduction in growth caused by water 
deficit stress may have resulted from oxidative damage. 
The phytochemical screening and quantitative estimation 
of the phytochemicals of Bryophyllum showed that alka-
loids, tannins, flavonoids and saponins were present in 
both stressed and unstressed plants (Table 1). These four 
phytochemicals are among those reported by Majaz et al. 
(2011) to be present in Bryophyllum; others being phenolic 
compounds, bryophyllol, bryophollone, bryophollenone 
and bufadienolides. 

According to Cowon (1999), flavonoids, carotene and 
tannins are among several plant products utilized as anti-
microbial agents, along with quinines, coumarines and ter-
penoids. Egunjobi (1969) reported that medicinal plants 
with high concentration of tannins, flavonoids and sapo-
nins are of greater medicinal uses and can be used as 
livestock and poultry feed. The water deficit treatments 
had resulting impact on the concentrations of phytoche-
micals of Bryophyllum plants (Figure 3). As the water defi-
cit  intervals  increased  from  3 to 10 days, the concentra- 
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Figure 2. Leaf area ratio (A), net assimilation rate (B) and relative 
growth rate (C) of Bryophyllum plants subjected to different water 
deficit regimes. 

 
 
 

Table 1. Qualitative analysis of the phytochemicals of Bryophyllum plants subjected to 
water deficit (WD). 
 

Phytochemical Control 3 days WD 7 days WD 10 days WD 

Alkaloids ++ ++ ++ + 

Tannins + ++ +++ +++ 

Saponins + + ++ ++ 

Flavonoids + + + ++ 
 

+, Slightly present; ++, moderately present; +++, highly present. 
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Figure 3. Concentrations of alkaloids, tannins, saponins and flavonoids of Bryophyllum plants subjected to different water deficit regimes 
(bars with similar letters for each phytochemical are not significantly different at p< 0.05 using Duncan’s multiple range test. 
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Figure 4. Mean inhibition lengths of Candida albicans 
by extracts of Bryophyllum plants subjected to different 
water deficit regimes (bars with similar letters for each 
phytochemical are not significantly different at p< 0.05 
using Duncan’s multiple range test. 

trations of tannins increased by 12.9 to 29.5%, flavonoids 
increased  by 22.1 to 45.1%. The increase in saponin con-
tent was remarkable; by 60 to 206%, respectively. The 
alkaloid content was reduced by water stress by 1.3 to 
10.5%. Mundree et al. (2002) had earlier shown that water 
deficit increases the concentration of metabolites. Water 
stress leads to increases in cyanogenic glycosides, gluco-
sinolates, terpenoids, alkaloids and tannins (David, 1998). 
However, the observed decrease in alkaloid concentration 
as a result of water deficit is supported by Belesky (1989) 
that water deficit regime decreases pyrrolizidine alkaloid 
yield in endophytes. It appears that not all plant secondary 
metabolites respond in similar ways to environmental 
stress. Many phytochemicals participate in the detoxifica-
tion of active oxygen and are important for plant respon-
ses to biotic or environmental stress (Caldwell et al., 
2005). Jain et al. (2008) and Tatsimo (2012) reported the 
antifungal property of Bryophyllum against the following 
fungi: C. albicans, C. glabrata, C. tropicalis and C. 
pseodotropicalis.  The  ethanolic  extracts   of  the  treated  
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plants showed varying lengths of inhibition zones of C. 
albicans; decreasing with increase in water deficit interval 
(Figure 4). This implies that the more the water deficit 
stress Bryophyllum is subjected to, the less is its potency 
against the growth of fungus. 

The decrease in inhibition of C. albicans corresponded 
with the decrease in alkaloid content. Since concentra-
tions of tannins, saponins and flavonoids increased with 
increasing water deficit intervals while alkaloids decreased 
corresponding with reduced inhibition of fungal growth, 
alkaloids may form the active antifungal property of B. 
pinnatum. Inhibition growth of C. albicans was remarkably 
high with the control antifungal drug (clotrimazole) com-
pared with the plant extracts. This may imply that the con-
centration of extracts should be increased to obtain close 
antifungal activity. 
 
 

Conclusion 
 

Water deficit stress caused marked reduction in growth 
and increased the concentrations of tannins, flavonoids 
and saponins while the alkaloid content was reduced. The 
inhibition zones decreased with increasing water deficit 
intervals corresponding with the decrease in alkaloid con-
tent. Since the concentration of extracts used in this study 
showed low inhibition zones, higher concentrations of ex-
tracts of Bryophyllum may be required in the treatment of 
diseases caused by Candida spp. 
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Yams (Dioscorea) are well known for their medicinal use as well as nutritional values. Dioscorea plants 
are rapidly vanishing from nature due to their over-exploitation by human beings. In order to conserve 
Dioscorea plants, the present investigation was carried out with a view to regenerate plantlet of 
Dioscorea alata L. through in vitro culture using full strength Murashige and Skoog (MS) medium and 
indole-3-acetic acid (IAA) with and without sucrose.  Nodal vine segments of D. alata were used as 
explants and nodal segments were cultured on MS (Murashige and Skoog’s) medium supplemented 
with different concentrations of auxin (IAA) for axillary bud proliferation. Best shoot proliferation was 
observed in MS medium containing 1.5 mg/L kinetin + 2 mg/L IAA with highest rate of shoot 
multiplication (average of 9.90 shoots/explants). Micro shootlets were inoculated in half strength MS 
basal medium supplemented with different concentrations (0.5, 1.0, 1.5, 2.0, 2.5 and 3.0 mg/L) of IAA 
and best rooting was observed in medium supplemented with 2.5 mg/L IAA with highest root length 
(8.14 cm). Regenerated plants were transplanted in hardening medium containing Brick bats + Charcoal 
+ Dried moss + Leaf molds + Soil in 1: 1: 1:1:1 proportion. Maximum survival percentage was observed 
as 85 to 87% after one month of transfer in hardening medium. This work proposes an economic 
technique for the conservation of D. alata. 
 
Key words: Yams, Dioscorea alata L., in vitro culture, growth regulators. 

 
 
INTRODUCTION 
  
Monocotyledonous Dioscorea is known as yam. The 
genus Dioscorea includes 600 species and is of consi-
derable economic importance

 
(Ayensu, 1972). Many wild 

Dioscorea species are a very important source of 
secondary metabolites used in pharmaceutical industry 
and medicine. A number of Dioscorea wild species are 
sources of compounds used in the synthesis of sex hor-
mones and corticosteroids (Coursey, 1967) and cultiva-
ted species are the sources of food in some countries 
(Coursey, 1976). Dioscorea alata L. is an important tuber 
crop and is a staple food for millions of peoples in tropical 
and subtropical countries (Edison et al., 2006). Root and 

tuber crops are the most important food crops after 
cereals. Tuber crops find an important place in the dietary 
habits of small and marginal farmers especially in the 
food security of tribal population. India holds a rich gene-
tic diversity of tuber crop especially yam (Hann, 1995).  

Yams are valuable source of carbohydrates, fibers and 
low level of fats which make them a good dietary nutrient; 
they are also processed into various staple intermediate 
and end product forms (Jaleel et al., 2007). D. alata L. is 
a slender creeping vine reaching a length of several 
meters; it is a glabrous twinner, with a peculiar 4 winged 
stem. Its leaves are simple, opposite, ovate, cordate and
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acuminate. The flowers are unisexual and fruits are 
capsules. The plant has many aerial tubers that also aid 
in reproduction. Underground tubers are large and have 
many branches; the colour is dark brown and they are 
fleshy. It is edible and used as a staple food. Powdered 
tubers are used as a remedy for piles, gonorrhea and are 
applied externally to sores. 

The tubers of some species of Dioscorea are important 
sources of diosgenin, a chemical used for the commercial 
synthesis of sex hormones and corticosteroids, which are 
widely used for anti-inflammatory, androgenic and contra-
ceptive drugs (Satour et al., 2007). Many species of 
Dioscorea genus are economically important crops world-
wide. For example, D. alata, D. Cayenensis, and D. 
rotundata are main crops in Caribbean Central and South 
America and West Africa (Tor et al., 1998). Out of six 
hundred species of Dioscorea, 14 are used as edible 
tubers. Tubers have a dual agricultural function. They 
supply nourishment as a source of food and also act as 
planting materials (Craufurd et al., 2006). Dioscorea 
species are vegetatively propagated by using tuber 
pieces. The production of tuber is hampered by several 
significant virus and fungal diseases

 
(Saleil et al., 1990).  

Induction and growth of micro tubers in Dioscorea has 
been found to be under the control of many factors. 
Among the environmental factors, photoperiod (Ng, 1988) 
is documented as important factor. In vitro propagation of 
some economically important Dioscorea sp. has been 
achieved using nodal cuttings (Chaturvedi, 1975), bulbils 
(Asokan et al., 1983), zygotic embryos (Viana and 
Mantell, 1989), meristem tips (Malaurie et al., 1995), 
immature leaves (Kohmura, 1995) and roots (Twyford 
and Mantell, 1996). Micro-propagation has been done in 
D. abyssinica (Martine and Cappadocia, 1991), D. alata 
(Mantell and Hugo, 1989), D. batatas (Koda and Kikuta, 
1991), D. Weightii (Mahesh et al., 2010), D. floribunda

 

(Sengupta et al., 1984). D. alata was also cultured by 
using liquid medium

 
(Jova et al., 2011) and the effect of 

temporary immersion system on the growth of D. alata 
plantlet was also investigated

 
(Yan et al., 2011). 

Yam propagation by seeds using conventional methods 
is slow and not adequate for rapid multiplication. Tuber 
yield is drastically reduced by viral and nematode infec-
tions; through infected tubers it is transmitted to the next 
generation

 
(Ng, 1992) and it also deteriorates the quality 

of the tuber (Mitchell and Ahmed, 1999). In vitro propaga-
tion may help to overcome constraints related to the 
availability of high quality of planting material (Wheatley 
et al., 2005; Vaillant et al., 2005). In the present investi-
gation an attempt was made to cultivate D. alata L. in 
vitro using minimum number of growth regulators, so that 
the plant can be regenerated in mass for general use as well 
as commercial exploitation in minimum cost. Effect of indole 

acetic acid (IAA) on shoot and root initiation was also 
studied. It was noticed from review of literature, many 
workers propagated D. alata using growth regulators 

kinetin, benzyl aminopurine (BAP), naphthalene acetic 
acid (NAA), indole butyric acid (IBA) but effect of IAA was 

 
 
 
 
not investigated; so this work was done to explore this 
ground. 
 
 

MATERIALS AND METHODS  
 
Explant source                                                                                 
 
Field grown plants of D. alata L. propagated from a wild tuber were 
used as source of explants for in vitro culture. 
 
 

Sterilization 
 

The nodal segments were washed in tap water for some time and 
disinfected with 0.1%(w/v) mercuric chloride (HgCl2) for 5 min 
followed by thorough rinsing in autoclaved distilled water for at least 
7 to 8 times. The surface sterilized explants had length of 0.5 to 
1cm containing single node. 
 
 

Culture medium and condition 
 

MS medium was selected for in vitro culture of explants; the pH of 
the medium was adjusted with 1N HCl and 1N NaOH solution 
between 5.7 to 5.8. After adjusting the pH, agar powder was mixed 
with the medium and boiled for some time to obtain clear solution. 
Thereafter, 40 ml of medium was taken in each 100 ml screw cap-
ped bottle autoclaved at 121°C at 15lbs/sq inch for 20 min. 

The screw capped bottles containing the medium were then 
allowed to cool for 24 h in the culture laboratory. The surface steri-
lized explants were placed vertically on the MS media with and 
without growth regulators. Various concentrations of indole acetic 
acid (0.5, 1.0, 1.5, 2.0 and 2.5 mg/L) and kinetin (0.5, 1.0, 1.5, 2.0 
and 2.5 mg/L) were used to observe its effect on axillary bud 
proliferation, shoot initiation and root initiation.  

The cultures were maintained at 25 ± 1°C under 16 h photo-
period provided by white fluorescent tubes. After every two weeks, 
the culture materials were transferred into new medium for better 
growth of plants.  
 
 

Acclimatization 
 

The plants were found to be ready for transplanting in hardening 
medium after five months as they developed sufficient shoots and 
roots. Rooted plants were removed from the culture tube and roots 
were washed thoroughly to remove the medium. Then the plantlets 
were transferred to sterile small plastic cups containing vermiculite 
(a sterile inert medium for planting transferred plants) and kept 
inside the tissue culture room for acclimatization before exposing to 
the natural environment. During this period, the plants were 
sprayed with liquid MS medium without agar and sugar, thrice in a 
week. After one month. The plants were transferred to acclimatiza-
tion media and medium comprised pre sterilized Brick bats + 
charcoal + dried moss + leaf molds + soil (1:1:1:1:1). 
 
 

Statistical analysis 
 

Ten explants were used per treatment on each multiplication and 
rooting medium. Experiments were repeated thrice and collected 
data were analyzed by using ANOVA; variation among means was 
compared by the Post- Hoc Multiple Comparison test at P < 0.05 
level of significance. 
 
 

RESULTS 
 

The  effect of  various concentrations of IAA (0.5, 1.0, 1.5, 
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Table 1.  Effect of various concentrations of IAA on axillary bud proliferation (Data scored after 40 days, 10 replicates 
for each treatment, repeated thrice). 
 

Treatment Hormonal supplements IAA (mg/L) Percentage of explants response Days to bud break 

T0 0 46 35-37 

T1 0.5 40 28-30 

T2 1.0 53 15-17 

T3 1.5 62 12-14 

T4 2.0 68 7-9 

T5 2.5 59 11-13 
 

Values represent mean ± SE. 
 
 
 

Table 2. Shoot formation in nodal explants of Dioscorea alata L. cultured on MS medium supplemented with various concentrations of 
Kinetin and IAA (10 replicates per treatment, data scored after three month, repeated thrice). 
 

Treatment 

Hormonal supplements 
(mg/L) Mean no. of shoot 

/explant 
Mean no. of 

shoot/explant ± SE 
Mean shoot 
length (cm) 

Mean shoot 
length ± SE 

IAA KN 

T0 0 0 1.5 1.5±0.22 1.50 1.50±0.02 

T1 2.0 0.5 1.9 1.9±0.23 6.62 6.62±0.12 

T2 2.0 1.0 5.6 5.6±0.30 7.09 7.09±0.12 

T3 2.0 1.5 7.7 7.7±0.29 9.90 9.90±0.11 

T4 2.0 2.0 3.8 3.8±0.19 5.86 5.86±0.05 

T5 2.0 2.5 3.1 3.1±0.23 4.90 4.90±0.05 
 

Values represent mean ± SE. 
 
 
 

2.0 and 2.5 mg/L) on axillary bud breaking of D. alata L. 
is listed in Table 1. Explants cultured on MS medium 
without IAA showed proliferation of axillary bud but 
required maximum time (35 to 37 days). Addition of  low 
concentration (0.5 mg/L) of IAA was less effective in bud 
breaking and it took 28 to 30 days for proliferation, which 
was the second highest time period for bud proliferation. 
Nodal segments cultured on media with IAA (concen-
tration 2.0 mg/L) proliferated within 7-9 days and percen-
tage of explants’ response (68) was also very satisfac-
tory. Nodal segments cultured on MS medium with 1.5 
mg/L IAA took a second minimum time period (12 to 14) 
for bud proliferation and it showed impressive response 
(62%) of explants also. 

Bud proliferation was enhanced by the addition of IAA. 
After bud proliferation, for further growth, cultured plants 
were transferred to the media supplemented with kinetin 
and auxin (IAA). Response of different concentrations of 
kinetin with 2.0 mg/L concentration of IAA was recorded 
in terms of number of shoot and shoot length. 2.0 mg/L 
IAA when supplemented with MS media showed effective 
result in bud breaking. This concentration of IAA com-
bined with different concentrations of kinetin was selected 
to study its effect on shoot proliferation in terms of shoot 
length and number of shoot per explants. Data obtained 
from the study are shown in Table 2. 

MS medium with growth regulators produced better 
result in terms of percentage of explants’ response, num-

ber of shoots/explants and average shoot length. Of the 
combination tested, MS+ kinetin (1.5 mg/L)+ IAA (2.0 
mg/L) elicited optimal response, in which an average of 
7.7± 0.29 shootlets with a mean shoot length of 9.90 ± 
0.11cm per explant was recorded. The second highest 
shoot proliferation in terms of shoot number and shoot 
length was observed in the MS medium +Kinetin (1.0 
mg/L)+ IAA (2.0 mg/L), in which 5.6±0.30 shootlets per 
explants with shoot length of 7.09 ± 0.12 cm was recor-
ded. The well grown shoots were transferred to half strength 
MS medium containing IAA. The rooting responses of 
shoots in different concentrations of IAA were measured 
in terms of days required for root initiation, mean no. of 
roots/shoots and mean root length. Data are represented 
in Table 3. In different concentrations of IAA (0.5, 1.0, 
1.5, 2.0 and 2.5 mg/L), the response of shoots was recorded. 

IAA enhanced rooting and data were recorded. Shoots 
cultured on half strength MS media without any hormonal 
supplementation were unable to produce root; in some 
shoots, rooting was observed but in very negligible amount. 
Media supplemented with lower concentration (0.5 mg/L) 
of IAA produce few (mean 2.6±0.16) number of root with 
minimum root length (mean1.39 cm).  Media treated with 
higher concentration of IAA (2.0, 2.5 and 3 mg/L) respond 
well .Half strength MS + 2.5 mg/L showed more impres-
sive result where about 62% explants responded with 
average root length of 8.14 cm. In terms of response of 
explants, two concentrations of 2.5 and 3.0 mg/L showed
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Table 3. Influence of different concentrations of IAA on rooting of in vitro generated shootlets of Dioscorea alata L. (Data scored after 3 month 
of inoculation, 10 replicates per treatment, repeated thrice). 
  

Treatments 
Concentration of 
hormone mg/L 

Days to root 
initiation 

% of explants 
response 

Mean root 
number 

Mean root 
number ± SE 

Mean root 
length (cm) 

Mean root 
length ± SE 

T0 0 - - - - - - 

T1 0.5 60-62 46 2.6 2.6±0.16 1.39 1.39±0.02 

T2 1.0 51-53 49 3.8 3.8±0.13 2.05 2.05±0.03 

T3 1.5 43-45 58 4.9 4.9±0.17 3.73 3.73±0.07 

T4 2.0 36-38 63 5.7 5.7±0.15 7.77 7.77±0.09 

T5 2.5 22-24 62 6.6 6.6±0.16 8.14 8.14±0.06 

T6 3.0 32-34 59 4.1 4.1±0.23 5.36 5.36±0.07 
 

Values represent mean ± SE. 

 
 
 

 
 

Figure 1.  Dioscorea alata L. showing bud proliferation. 
 
 
 

more or less similar result (62 and 59%, respectively). 
Shoots treated with 2.0 mg/L IAA showed the second 
highest response with root number of 5.7 and mean root 
length of 7.7 cm. 

Plants were found to be ready for transplanting in 
hardening medium after five months. Rooted plants were 
removed from culture tube and washed thoroughly to 
remove adhering gel. They were then transplanted to 
sterile plastic cups containing vermiculite and kept inside 
the growth chamber. During this period, the plants were 
sprayed with liquid MS medium without agar and sugar. 
The plants were dipped in 2 mg/L Diethane for two 
minutes as precaution to resist fungal infection. After 1 
month they were transplanted to earthen pots containing 
mixture of Brick bats + soil + Charcoal + Dried moss + 
Leaf mold (1:1:1:1:1). 

The acclimatized plants grew normally without any mor-
phological variation. 85 to 87% acclimatized plants survived. 
 
  
DISCUSSION 
 
Micro-propagation of various plant species including 
many medicinal plants have been described by many 
authors during the last two decades (Skirvin et al., 1990). 
In the present investigation micro-propagation of D. alata 
was done and for that nodal segment was used as 
explants. MS media supplemented with IAA and kinetin 
was used for root and shoot growth. In this work, we 
cultured D. alata in solid MS medium; similarly in vitro 
propagation of other yam species is tried by Martine and 
Cappadocia (1992) using solid medium. 

Nodal segments of D. alata were cultured on MS media 
supplemented with auxin (IAA); within 7 to 9 days (Table 
1) axillary bud proliferated (Figures 1 to 4) in culture 
media supplemented with IAA (2 mg/L). Results of many 
literatures indicate that addition of either IAA or NAA in 
culture medium improved shoot growth in a number of 
species and completely supported the effect of IAA on 
bud breaking in the present investigation. MS media was 
selected as culture media. Chen et al. (1995), while 
working with Eucommia colomoides, reported that MS 
medium is effective than WPM (Woody Plant Medium) 
and their report supports the findings of the present work 
where also MS medium was used as culture medium and 
satisfactory growth was observed using nodal segments 
as explants. For axillary bud proliferation nodal segments 
culture is recommended (Narula et al., 2007) for rapid 
clonal propagation when working with D. bulbifera. 

In the present work, two growth regulators were added 
with full strength MS medium and results indicated  that 
MS media supplemented with Kinetin (1.5 mg/L) and IAA 
(2.0 mg/L) induced maximum number of shoot per 
explant (mean no. 7.7) with highest shoot length of 9.90 
cm (Table 2, Figures 5 and 6). Effects of different concen- 
concentration of Kinetin and indole acetic acid are shown 
in Table 2. It is observed that for shoot proliferation cyto- 



 
 
 
 

 
 

Figure 2. Multiple shoot regeneration. 
 
 
 

 
 

Figure 4.  Showing Growth after 75 days. 
 
 
 

cytokinin required optimal quantity in many genotypes but 
addition of low concentration of auxin with cytokinin 
triggered shoot proliferation (Sengupta et al., 1984). In 
this study, low concentration (1.5 mg/L) of kinetin with 
high concentration (2.0 mg/L) of IAA induced shoot proli-
feration; further increase of kinetin concentration after 
optimal concentration (1.5 mg/L) decreased shoot length. 
The result was supported by this work which shows that 
suppression of kinetin increases shoot length, node num-
ber and root length (Jha and Jha, 1998). In Dioscorea 
composita only auxin NAA, IAA and IBA at 1.25 and 2.5 
mg/L account for promotive effects of in vitro shoot 
growth

 
(Ondo et al., 2007). 
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Figure 3.  Showing Growth after 45 days. 
 
 
 

 
 

Figure 5.  Showing  Shoot number in regenerated plants. 
 
 
 

Our experimental result is completely different from the 
cited work. The effects of auxins and cytokinins on shoot 
multiplication of various medicinal plants are reported by 
many workers

 
(Alizadeh et al., 1998; Ahuja et al., 1982). 

Explants culture in 2.0 mg/L KN + 1.0 mg/L BAP + 0.5 
mg/L NAA showed that highest rate of shoot multiplica-
tion is reported

 
when working with D. alata (Borges et al., 

2009) and rooting is more profuse in half strength MS 
basal media with 2.0 mg/l NAA. But in the present investi-
gation, it was clearly observed that MS media supple-
mented with only auxin (IAA 2.0 mg/L) was effective in 
axillary bud proliferation and it initiated shoot formation 
within 7- 9 days. Kinetin  was  used  to increase the shoot 
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Figure 6. Regenerated plants established in pots. 

 
 
 
length. Explants cultured on media (MS + 2.0mg/L IAA + 
1.5 mg/L Kn) showed highest shoot length within three 
month. Auxin (IAA) was very effective in bud breaking 
and shoots formation. Number of shoot induced per 
explant by the effect of IAA (2.0 mg/L) was also very 
satisfactory (Figure 5). Kinetin (1.5 mg/L) with IAA (2.0 
mg/L) enhanced shoot multiplication and also increased 
number of node. 

2 mg/L kinetin + 1.0 mg/L BAP+ 0.5 mg/L NAA + 100 
mg/L ascorbic acid is supplemented with MS media for 
shoot proliferation of D. oppositifolia and results show 
90% explants proliferate with highest rate of shoot 
multiplication (10.5 shoot/explant) (Behera et al., 2009). 
In our study, only one cytokinin (kinetin) was added with 
auxin (IAA) for shoot multiplication and IAA (2.0 mg/L) + 
Kinetin (1.5 mg/L) induced highest shoot length of 9.90 
cm (Table 2) with 7.7 mean number of shoot per explant. 
Combination and interaction of BA and NAA plays an 
important role in in vitro propagation of nodal explants for 
multiple shoot induction (Shin et al., 2004). MS medium 
with 1.0 mg/L NAA and 0.5 to 1.0 mg/L BA is best con-
centration for induction of multiple shoot in D. opposita. 
The present study revealed that combination and interac-
tion of Kinetin (1.5 mg/L) and IAA (2.0 mg/L) induced 
multiple shoot in MS media. 

Half strength MS media supplemented with 2.5 mg/L 
IAA is most efficient for root initiation and it produces 
roots (average 6.67) with average length of 8.33 cm 
(Table 3). Addition of IAA, IBA or NAA to MS medium 
produces root (Barna and Wakhlu, 1988). Result of this 
work supports the observation of the present work. Shoot  

 
 
 
 
culture on full strength MS medium with auxin produces 
callus at the base of the shoots (Patra et al., 1998). The 
microshoots of various medicinal plants are rooted on 
only MS medium without growth regulators by many 
workers

 
(Thomas and Maseena, 2006; Saxena et al., 

1998). Observation of this work showed difference with 
the result of recent study because no rooting was 
observed in auxin free MS medium (Table 3). Rooting 
occurs in the presence and absence of NAA, IBA or IAA; 
it is also recorded that higher concentration of NAA, IBA 
or IAA (5.0 to 10 µM) induces root sooner than the lower 
concentration (0.1 to 1.0 µM/L) of IAA, NAA or IBA

 
(Mao 

et al., 1995). The findings of this experiment are similar 
with the result of the present work. Nodal segments 
cultured on MS medium with IAA at concentration of 0.5 
mg/L required 60 to 62 days to initiate rooting but IAA at 
concentration of 2.5 mg/L required only 22 to 24 days for 
root initiation. No rooting is observed in shoots planted on 
auxin free basal medium; lower concentration of auxin 
(NAA 0.5 mg/L) produced very few or no root

 
(Behera et 

al., 2009). Result of this work show is similar with the 
present investigation because low concentration of IAA 
(0.5 mg/L) produced minimum number of root (average 
2.56), with root length of 1.33 cm (Table 3). Work

 
with 

Saussurea lappa indicated media containing 0.5 to 1.0µM 
NAA initiated rooting in 90% of culture shoots (Arora and 
Bhojwani, 1989). 

The well rooted plants were transferred to sterilized 
plastic cups containing vermiculite for hardening and kept 
under controlled condition. Production of plantlets with 
profuse rooting in in vitro is essential for successful esta-
blishment of regenerated plants in soil (Ohyma, 1970). 
Later, plants were transferred to earthen pots containing 
mixture of Brick bats + soil + Charcoal + Dried moss + 
leaf mold (1: 1: 1: 1: 1) and survival rate was 85 and 87% 
after one month of hardening.   

Here, an attempt was made to propagate D. alata using 
minimum number of growth regulators. In this Investi-
gation, an efficient micropropagation technique (1.5 mg/L 
IAA + 2.0  mg/L KN  for  shooting  and  2.5  mg /L IAA  for 
rooting) was derived which may be useful for raising 
quality plants of D. alata for commercial purpose at lo-
west cost. This technique paves the way not only for ex 
situ conservation but also for the restoration of genetic 
stock of the species. 
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Ability of 10 fungi strains for the degradation of ferulic acid and production of vanillic acid was 
examined. The findings suggested that all the fungi were able to degrade ferulic acid via different 
pathways producing variety of products. Vanillic acid was the main bioconversion product for all the 
fungi strains. Aspergillus niger K8 was chosen as a more suitable fungus for conversion of ferulic acid 
to vanillic acid, due to its highest potential to produce high concentration of vanilic acid (116 mg/l) 
compared to other fungi. Bioconversion proves was further carried out with 
Phanerochaetechrysosporium ATCC 24725 for production of vanillin from vanillic acid produced by A. 
niger K8. The vanillin production (44.8 mg/l) was significant from the economical aspect, due to the 
cheapness and available source of ferulic acid as a substrate and short time for bioconversion of ferulic 
acid to vanillic acid. 
 
Key words: Aspergillus niger K8, biotransformation, ferulic acid, Phanerochaetechrysosporium ATCC 24725, 
vanillic acid, vanillin. 

 
 
INTRODUCTION 
 
Vanillin (3-methoxy-4-hydroxybenzaldehyde) is a flavo-
ring compound of high economic value. On the basis of 
its origin, it may be classified as natural or synthetic. 
Natural vanillin covers less than 1% of its total demand 
(Priefert et al., 2001) and is obtained from vanilla pods, 
whereas the synthetic vanillin is prepared chemically. 
Limited availability of vanilla beans has resulted in high 
prices of natural vanillin ($4000/kg), but still this yield is 
less than what is needed (Feron et al., 1996). To fulfill 
this demand, many biotechnological methods to produce 
natural vanillin from ferulic acid using fungi have been 
proposed. For example Schizophyllum commune degra-

ded ferulic acid to 4-vinylguaiacol, then it was oxidized to 
vanillin and vanillic acid (Tsujiyama and Ueno, 2008). 
Biotransformation of ferulic acid using Enterobacter sp. 
Px6- has been studied by Li et al. (2008). During the bio-
conversion process, 4-vinylguaiacol and vanillin were 
produced; ferulic acid was decarboxylated to 4-vinyl 
guaiacol and converted to vanillin. Muheim and Lerch (1999) 
have screened two microorganisms (Streptomyces 
setonii and Pseudomonas putida) for testing their ability 
to accumulate vanillin from ferulic acid. They found that 
P. putida is the major producer of vanillic acid; whereas 
S. setonii accumulated vanillin. Falconnier et al. (1994) 
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produced vanillin from ferulic acid by Pycnoporus 
cinnabarinus. Review of the related scientific literature 
indicates that natural ferulic acid exist indefinitely on the 
graminaceous plant cell walls as well as residues of agri-
cultural wastes such as sugar beet pulp, cereal bran and 
rice bran oil (Harris and Hartley, 1980; Zheng et al., 
2007) is the most appropriate precursor for production of 
vanillin because of its chemical resemblance to vanillin 
(Bonnin Estelle et al., 2002), abundance, being replenish-
able, capability to form fine substrate from  agricultural 
feed supplies and  low toxicity as compared to eugenol 
(Muheim and Lerch, 1999). 

In this study, different fungi strains were screened, for 
their ability to bioconvert ferulic acid, extracted from 
waste residue of rice bran oil, to yield higher amount of 
vanillic acid. One of them is Aspergillus niger k8 which is 
a local isolated and is explored for the first time to 
biotransform ferulic acid to vanillic acid. Vanillic acid was 
used subsequently for vanillin production. 
 
 

MATERIALS AND METHODS 
 

Chemicals and reagents 
 

Ferulic Acid (FA), vanillic acid, vanillin, vanilly alcohol, 4-vinyl 
guaiacol was purchased from Sigma Chemical Co. (St. Louis, 
USA). Waste residue of rice bran oil was provided by the Labora-
tory of Biomoloecular Science, Institute of Bioscience, University 
Putra Malaysia. Potato dextrose agar (PDA) and polystyrene resin 
HZ816 were purchased from Huachang polymer (Shanghai, China) 
and Merck (Germany), respectively. PDA medium was prepared 
according to the manufacturer’s instructions. The used solvents 
were of high-performance liquid chromatography (HPLC) grade. All 
other chemicals were obtained from Fisher Scientific and Merck. 
 
 

Microorganisms 
 

Different fungi strains were used for the biotransformation of ferulic 
acid to vanillic acid. Original freeze-dried strains of the A. niger 
ATCC 200345, Aspergillus terreus ATCC 74135, Aspergillus terreus 
ATCC 10029, Ceriporiopsis subvermispora ATCC 90467, Fusarium 
oxysporum ATCC 11137, Penicilliumdigitatum ATCC 201167, 
Phanerochaete chrysosporium ATCC 24725 and Trametes 
versicolor ATCC 20869 were obtained from the American Type 
Culture Collection (ATCC). Penicillium purpurogenum PTCC 5212 
was obtained from the Persian Type Culture Collection (PTCC). 
Fusarium oxysporum CBS 620.87 was obtained from Centraal 
bureau voor Schimmel cultures (CBS). A. niger K8 was isolated by 
the Laboratory of Industrial Biotechnology, Institute of Bioscience, 
University Putra Malaysia. The strains were kept at 4°C on potato 
agar slants. 
 
 

Growth and bioconversion of ferulic acid to vanillic acid 
 

The composition of basal medium used for the production of fungal 
cultures was according to the study of Zheng et al. (2007). 
Bioconversion of ferulic acid to vanillic acid was performed using, at 
least, one fungal culture. To carryout bioconversion, inoculation 
was performed with spores (10

6 
spores/ml medium) or mycelia 

fragment into 100 ml basal medium of 250 ml flask at 30°С and 
agitated at 150 rpm for 48 h. The culture of fungus was filtered with 
filter paper whatman paper No. 1. Mycelium mass of the fungus 
was inoculated to flask containing 120 ml basal medium (yeast 
extract 4 g/l) at 30°С, 150 rpm (Zheng et al., 2007), until a biomass 
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was obtained possessing the capacities needed for the biocon-
version (biomass of at least 0.2 g/l). After 24 to 96 h, the cultures for 
biotransformation stage were ready. Ferulic acid solution (300 mg/l) 
was added to the cultures for bioconversion to vanillic acid. Three 
replicates were used for each time interval. 

 
 
Growth and bioconversion of vanillic to vanillin 

 
Mycelium of P. chrysosporium ATCC 24725 was collected after 
growth on basal medium for 48 h and inoculated into conical flask 
containing 120 ml medium containing (g/l): Cellobiose 2.5, beef 
extract 8, MgSO4·7H2O 0.5, K2HPO4 0.2, CaCl2 1.3 mg, VB22.5 mg, 
pH 5. Incubation was then carried out at 30°С for 48 h, followed by 
suspension of mycelium of P. chrysosporium ATCC 24725 in 
vanillic acid solution, which was produced by selected fungus. 
Bioconversion of vanillic acid to vanillin by P. chrysosporium ATCC 
24725 was carried out at 35°С and 120 rpm (Zheng et al., 2007). 
Suitable amount of adsorbent resin HZ816 was applied to biotrans-
formation system, 1 h, after adding fungi biomass to bioconversion 
of vanillic acid to vanillin. The molar yield of vanillic acid and vanillin 
formation to ferulic acid and vanillic acid consumed respectively 
was expressed as described by Baqueiro-Pe a et al. (2010). 

 
 
Analytical procedures 

 
Samples of bioconversion were withdrawn at different incubation 
times and applied to high performance liquid chromatography 
(HPLC) for analysis of bioconversion products. Each sample was 
centrifuged at 4000 rpm for 10 min, the supernatant was filtered 
through 0.2 µm Whatman nylon filter, acidified to pH = 2 and 
extracted with an equal volume of ethyl acetate. Ethyl acetate frac-
tions were evaporated to dryness under reduced pressure. These 
were resuspended in 1 ml of methanol (50% v/v). The HPLC 
(Agilent 1200 series, Germany) analysis was done in order to 
detect any metabolites or byproducts. The C18 column (ZORBAX 
SB, 5 µm, 150 mm × 4.6 mm) was used and maintained at 22°С. 
Compounds were eluted with a gradient A 100:1 water: acetic acid 
solution and gradient B 95:5:1 methanol: aceonitrile: acetic acid 
mixture as used as: 0 to 2 min 5%, 2 to 10 min 5 to 25%, 10 to 20 
min 25 to 40%, 20 to 30 min 40 to 50%, 30 to 40 min 50 to 100%, 
40 to 45 min 100%. The flow rate was 1 ml/min. Sample detection 
was achieved with UV-Vis detector at 280 to 360 nm and injection 
volume was 20 µL. Quantitative data were obtained using external 
standards which were ferulic acid, vanillic acid, vanillin, vanilly 
alcohol and 4-vinyl guaiacol. Cell growth was measured by dry cell 
weight (DCW) measurement using filtration and drying method. In 
this method, filter paper was put at 70°C for 24 h, then weight and 
recorded. Ingredients in conical flask were filtered and remaining 
fungal mycelium was put on filter paper at 70°C for 24 h followed by 
weighting the filter paper with fungus. The difference between 
weights of the filter paper with and without fungus was taken as 
weight of dried mycelium. 

The mean values of all the data obtained from the experiment 
were analyzed by using statistical analysis software (SAS) program 
(release 6.12, 1988.SAS Institute Inc., Cary, NC). 

 
 

RESULTS AND DISCUSSION 
 
Screening of fungi for bioconversion of ferulic acid to 
vanillic acid 
 
The objective here is to compare the production of vanillic
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Figure 1. Vanillic acid concentration (mg/l) produced from ferulic acid through 
bioconversion process at 30°С with shaking speed of 150 rpm using 10 various strains 
fungi. Triplicate assay were carried out and the error bars represent standard deviations. 

 
 
 

acid from ferulic acid using different fungi. The fungus, 
which yielded the highest concentration of vanillic acid, 
was used in fermentation process for the production of 
vanillin. The bioconversion results of vanillic acid 
produced by different fungi are depicted in Figure 1. The 
results suggest that the concentration of vanillic acid is 
different among fungi maybe due to different fungi having 
various pathways to degrade ferulic acid (Priefert et al., 
2001). Ligninolytic enzyme activity also may be have 
effect on vaniilic acid formation whereas different fungi 
have various lignolytic enzyme for example Trametes 
versicolor have laccase, lignin peroxidase and 
manganese peroxidase and Ceriporiopsis subvermispora 
have laccase and manganese peroxidase (Johansson 
and Nyman, 1992; Lobos et al., 1994; Maciel et al., 2010) 
which play critical role on degradation of ferulic acid. The 
highest vanillic acid concentration (116.9 mg/l) was 
obtained using A. niger K8. The bioconversion time 
course of ferulic acid by A. niger K8 is shown in Figure 2; 
at the beginning of bioconversion process, the 
concentration of ferulic acid was 300 mg/l, while no 
vanillic acid could be detected. During bioconversion 
process, ferulic acid was converted to vanillic acid and 
concentration of vanillic acid reached 76.33 mg/l within 
12 h. Meanwhile, ferulic acid concentration decreased to 
92 mg/l, the formation of vanillic acid increased finally to 
116.9 mg/l, within 36 h and subsequently decreased. In 

this case, ferulic acid conversion was found to be 69.16% 
with molar yield of 64.56%, which indicated it used most 
of ferulic acid to produce vanillic acid; however, in other 
fungi due to the production of unwanted byproduct, the 
final yield (vanillic acid) is lower compared to that of A. 
niger K8. 

During the biotransformation of ferulic acid by A. niger 
K8, no coniferyl alcohol and vanillin was observed there-
fore from our result we do propose that reaction to be 
occurring via a propenoic chain degradation to vanillic 
acid as described for A. niger (Lesage-Meessen et al., 
1996). A similar route for ferulic acid degradation was 
reported using A. niger C28B25 and 57% yield of vanillic 
acid was obtained by Baqueiro-Pea et al. (2010). 
 
 

Effect of ferulic acid concentration on vanillic acid 
yield 
 

Different concentrations of ferulic acid, that is, 100 to 
1200 mg/l were used based on previous work (Lesage- 
Meessen et al., 1999). Initial ferulic acid concentration of 
100 mg/l resulted in formation of 29.96 mg/l vanillic acid 
with molar yield of 33.3%. By using 300 mg/l ferulic acid 
as an initial substrate concentration of vanillic acid was 
found to be 116.9 mg/l with a molar yield of 64.56%. With 
increasing concentration of ferulci acid to 600 mg/l, molar 
yield of vanillic acid decreased to 40.6% (128.4 mg/l) was
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Figure 2. The bioconversion time course of ferulic to vanillic acids using A. 
niger K8 under condition of 30°С and 150 rpm. Triplicate assay were carried out 
and the error bars represent standard deviations. 

 
 
 

observed. With the increase in concentration of ferulci 
acid, a proportionate decrease in yield of vanillic acid was 
observed. Higher ferulic acid concentration that is, 1200 
mg/l resulted only in 11.34% yield of vanillic acid and 
832.8 mg/l of ferulic acid remained unreacted (Figure 3). 
This maybe assumed due to substrate toxicity at high 
concentration, which indicated inhibitory of ferulic acid to 
mycelail growth and fungal metabolism (Gross-Falconnier, 
1991). Conclusively, the best initial concentration of 
ferulic acid was decided to be 300 mg/l with 64.56% yield 
of vanillic acid. The toxicity of substrate at certain con-
centration was also reported by Allouche and Sayadi 
(2005). Ghosh et al. (2005) reported that increase in the 
yield of vanillic acid is not linearly correlated to increase 
in the concentration of ferulic acid. 
 
 

Bioconversion process of vanillic acid to vanillin by 
P. chrysosporium ATCC 24725 
 
Prior to bioconversion, the mycelium of A. niger K8 was 
filtered and P. chrysosporium ATCC 24725 was added to 
the filtrate medium. As shown in Figure 4, concentration 
of residual ferulic acid in filtrate medium decreased negli-
gibly after 60 h. This result showed that P. chrysosporium 
ATCC 24725 had a slight degradation role on ferulic acid 
in our study therefore it preferentially used vanillic acid to 
produce vanillin. During the bioconversion process, maxi-
mum concentration of vanillin (44.8 mg/l) was produced 

by P. chrysosporium ATCC 24725 at 60 h of bioconver-
sion time (Figure 4) with added HZ816 to this medium. 
The molar yield of vanillin was 42.6% and very low 
amount of vanilly alcohol was determined in bioconver-
sion medium. According to the study of Falconnier et al. 
(1994), P. chrysosporium ATCC 24725 matabolized vanillic 
acid from two pathways; reduction pathway leading to the 
formation of vanillin and oxidative decarboxilated leading 
to formation of methoxyhydroquinone. In this study, the 
presence of cellobiose methoxyhydroquinone was not 
produced therefore P. chrysosporium ATCC 24725 
metabolized vanillic acid from first step. Proposed 
pathways for the metabolism of ferulic acid to vanillin by 
A. niger K8 and P. crysosporium ATCC 24725 is shown 
in Figure 5. The bioconversion route of vanillic acid to 
vanillin by P. chrysosporium ATCC 24725 is in 
agreement with the study of Stentelaire et al. (1998), who 
showed the same metabolic pathway obtained using P. 
chrysosporium I-1471. 

Lesage-Meessen et al. (1997) found cellobiose in 
culture medium was able to inhibit the production of 
methoxy-hydroquinone from vanillic acid. Bonnin et al. 
(1999) reported by adding cellobiose in culture medium of 
Pycnoporus cinabarinus vanillin production increased. In 
order to improve vanillin production and inhibited from 
transformation to vanilly alcohol (Lesage-Meessen et al., 
2002), HZ816 resin was added to adsorb vanillin. Increase 
in the yield of vanillin in the fermentation liquor with 
adding resin has been reported elsewhere (Stentelaire et 
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Figure 3. Effect of different concentarations of ferulic acid (100 to 1200 mg/l) on vanillic acid 
formation during  the bioconversion process  at 30°С and 150 rpm by A. niger K8. Triplicate assay 
were carried out and the error bars represent standard deviations. 

 
 
 

 
 

Figure 4. The bioconversion time course of vanillin production using P. chrysosporium ATCC 
24725 from vanillic acid produced by A. niger K8 and residual ferulic acid. Experiment was 
performed at 35°С and 120 rpm with adding 5% HZ816 resin. Triplicate assay were carried out 
and the error bars represent standard deviations. 
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Figure 5. Proposed pathways for the metabolism of ferulic acid to vanillin by A.niger K8 and 

P. crysosporium ATCC 24725 

 
 
Figure 5. Proposed pathways for the metabolism of ferulic acid to vanillin by 
A. niger K8 and P. crysosporium ATCC 24725. 

 
 
 

al., 2000; Nilvebrant et al., 2001).  
 
 

Optimization of adsorbent resin amount for vanillin 
production 
 

This part of study is conducted to determine the signi-
ficant amount of adsorbent resin for highest vanillin pro-
duction. Different concentrations of HZ816 resin ranging 
from 0 to 6% were investigated. As shown in Table 1, no 
vanillyl alcohol was absorbed by resin. By adding resin 
up to 5%, the vanillin concentration got increased to 39 
mg/l, while without resin, its concentration was low. How-
ever, subsequent increase in the amount of resin to 6% 
did not result in any improved sorption of vanillin showing 
that 5 and 6% of resin had almost same adsorption 
ability. So, 5% resin was chosen because of high ability 
to absorb vanillin and economy reason. The resin for 
adsorption of vanillin in the bioconversion of ferulic acid 
to vanillin was also applied by Hua et al. (2007), who 
reported that 8 and 10% (wet w/v) concentration of DM11 
resin had same ability and upon increasing concentration 
of resin to 15%, its adsorption ability was decreased. It 

can be concluded that, the increasing demand for natural 
vanillin in the food industry highlights the significance of 
this study on the production of vanillin from ferulic acid by 
use of microorganisms. Screening of microorganisms 
was done using different fungal strains to select the best 
microorganism that may produce the highest concentra- 
tion of vanillic acid. A local strain of A. niger K8 was 
chosen to cotablenvert ferulic acid to vanillic acid, where 
the yield of vanillic acid was 64.56%. Next, an experiment 
was conducted to identify the best concentration of 
substrate. The results showed 300 mg/l ferulic acid to be 
most suitable for the bioconversion process. P. 
chrysosporium ATCC 24725 converted vanilic acid broth 
to vanillin. Trace amounts of vanillin were obtained from 
the bioconversion process of vanillic acid to vanillin; 
therefore, application of resin was critical for the biocon-
version of vanillic acid to vanillin by P. chrysosporium 
ATCC 24725. The amount of resin was optimized and 5% 
of resin HZ816 was found to be the best for biocon-
version process. With the addition of resin, the molar 
yield of vanillin increased to 42.6% as compared to vanillin
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Table 1. Effect of HZ816 resin on vanillin yield. 
 

Percentage (%) HZ816 
resin (w/v) 

Residual in medium (mg/l)  Adsorbed onto HZ816 (mg/l) 

Vanillin Vanillyl alcohol  Vanillin Vanillyl alcohol 

2 18.9
a
±1.2 0.81

a
±0.02  25.8

c 
± 2.1 - 

3 11.5
b
±1.2 0.71

a
±0.01  29.3

c
± 1.9 - 

4 8.7
c
±1.0 0.59

b
±0.08  34.2

b 
± 4.0 - 

5 5.7
d
±0.2 0.59

b
±0.06  39.0

a 
± 1.0 - 

6 5.7
d
±0.1 0.59

b
±0.06  39.1

a 
±0.9 - 

 
 
 

production without resin. The present study obtained 
some findings regarding improvement in the biotech-
nological process for the production of vanillin, but there 
is still room for further investigation. Genetic modification 
of A. niger K8 and P. chrysosporium ATCC 24725 may 
also be employed in bioconversion process for increase 
vanillin production. 
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A Gram-positive bacterium, Bacillus lentus LP32, originally isolated on the basis of its ability to utilise 
pyrene as sole source of carbon was found to be able to grow luxuriantly on alicyclic compounds as 
sole substrates. It showed poor growth on anthracene, naphthalene, 1-naphthol and phenanthrene. 
Growth rate on cyclohexane was 1.32 d

-1
, while doubling time was 0.76 d. The corresponding values for 

growth on cyclohexanone were 0.77 d
-1 

and 1.29 d, respectively. Within 10 days, the amount of 
cyclohexane in culture reduced from 317.62 to 102.55 mgl

-1
, then to 23.04 mgl

-1
 on day 18. On 

cyclohexanone, substrate concentration decreased from 287.56 mgl
-1

 to 101.66 mgl
-1

 in 10 days before 
declining to 24.21 mgl

-1
 on day 18. The rate of degradation when growing on cyclohexane was 23.50 

mgl
-1

d
-1

 in the first 10 days and 9.93 mgl
-1

d
-1

 between day 10 and day 18, with 67.71% degradation in 10 
days and overall percentage degradation of 92.43%. On cyclohexanone, the corresponding values were 
18.59 and 9.68 mg l

-1
d

-1
 as well as 64.65 and 91.58%, respectively. This organism is a potential candidate 

for bioremediation purpose. 
 
Keywords: Degradation, cyclohexane, cyclohexanone, alicyclic compounds. 

 
 
INTRODUCTION 
 
Alicyclic compounds are major components of crude oil 
(Okoh, 2006).  Their relative amount in the crude oil (20 
to 70%) is dependent upon the nature and origin of the 
petroleum (Ilori, 1999; Maier, 2009). They usually find 
their way into soil and natural bodies of water, including 
aquifers, either accidentally or deliberately, during com-
mercial operations such as oil drilling and oil trans-
portation; or during industrial applications as solvents, 
though on a smaller scale (Ilori, 1999; Lee and Cho, 
2008). They occur in nature as components of plant oils, 
paraffins, microbial lipids and pesticides (Maier, 2009).   

Alicyclic compounds have been reported to be rela-
tively persistent in the environment when compared to 
other components of the crude oil (Okoh, 2006). Indeed, 
they are reputed to be the saturated hydrocarbons most 
resistant to microbial attack (Sikkema et al., 1995; Ko and 

Lebault, 1999). Thus, their biological fate in the 
environment has been a major source of concern to 
environmentalists (Rio-Hernandez et al., 2003).  

Reports on the use of axenic cultures of microor-
ganisms to degrade alicyclic compounds are fewer in the 
literature compared with other fractions of petroleum 
(Mechichi et al., 2003; Amund et al., 2006). Their 

degradation is thought to occur primarily by commen-
salistic and cometabolic reactions under aerobic condi-
tion (Maier, 2009). The potential membrane toxicity of 
alicyclic compounds to microbial cells in little amounts 
and their low water solubility greatly account for the 
persistence in the environment (Sikkema et al., 1995; 
Amund et al., 2006).   

It is equally noteworthy that most studies on the 
biodegradation of alicyclic compounds are based on
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cyclohexane (Tonge and Higgins, 1974; Donoghue et al., 
1976; Stirling and Watkinson, 1977; Anderson et al., 
1980; Trower et al., 1985; Brzostowicz et al., 2000). 
Axenic cultures including Nocardia sp., Pseudomonas 
sp., Xanthobacter sp. have been reported to grow on 
cyclohexane (Stirling and Watkinson, 1977; Anderson et 
al., 1980; Trower et al., 1985). Similarly, a microbial 
consortium of Stenotrophomonas sp. and Rhodococcus 
sp.  was reported to be able to utilise this substrate (Lee 
and Cho, 2008). The Rhodococcus sp. was further shown 
to be able to utilise cyclohexane as sole source of carbon 
and energy, producing as part of the intermediates 
cyclohexanone and cyclohexanol, 2-cyclohexene-1-one 
and phenol (Yi et al., 2011). 

On the other hand, reports on degradation of 
cyclohexanone have been scantier than envisaged.  
Brzostowicz et al. (2000) reported the ability of 
Brevibacterium sp. strain HCU to utilise cyclohexanone 
as sole source of carbon and energy. According to the 
authors, the monooxygenases required to degrade 
cyclohexanone are only induced in the presence of the 
hydrocarbon. Amund et al. (2006) reported the ability of 
strains of Pseudomonas, Acinetobacter, Arthrobacter and 
Norcardia to grow on cyclohexanone and cyclohexanol. 
This degradative ability was found to be chromosomally 
borne. In this paper, we report the degradation of alicyclic 
compounds, cyclohexane and cyclohexanone, by a 
Bacillus species originally isolated on the basis of its 
ability to grow with pyrene as sole source of carbon and 
energy. 

 
 
MATERIALS AND METHODS 
 
Microorganism and culture condition 
 
The organism used in this study was Bacillus lentus strain LP32. 
The isolation and characterisation of the organism by continuous 
enrichment of run-off soil adjacent to an asphalt plant in Lagos, 
Nigeria on the basis of its ability to use pyrene as sole source of 
carbon and energy has been documented elsewhere (Obayori, 
2008). The isolate was maintained in glycerol:nutrient broth (1:1) at 
-20°C. It was checked for purity by plating onto nutrient agar and 
observing the 18 h old culture under the microscope. The identity of 
the isolate was reaffirmed by analytical profile index (API) using the 
API ZONE and API V.20 test kit according to the manufacturer’s 
specifications (Biomerieux Inc., Durham, NC, USA).  

Colonies growing on Luria-Bertani agar with very low percentage 
of pyrene (0.005%) were harvested with sterile inoculating loop, 
pooled and transferred to screw-capped bottles containing 5 ml of 
physiological saline (0.9% NaCl). Enough culture was transferred to 
achieve an OD520 of approximately 1.5. The organism was grown in 
mineral salts medium (MSM) previously described by Kastner et al. 
(1994). The medium contained per litre Na2HPO4, 2.13 g; KH2PO4, 
1.30 g; NH4Cl, 0.50 g and MgSO4.7H2O, 0.20 g. The pH of the 
medium was adjusted to 7.2. Trace elements solution (1 ml/l) 
described by Bauchop and Elsden (1960) was sterilized separately 
and added aseptically to the medium. Unless otherwise stated, 
incubation was performed at room temperature (27 ± 2.0°C). The 
stock culture was aerobically grown routinely in MSM containing 
cyclohexane (SIGMA-ALDRICH Inc., USA) and cyclohexanone 
(SIGMA-ALDRICH Inc., USA)  as the sole  carbon sources in  sepa- 
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rate conical flasks. 
 
 
Substrate specificity of isolate 
 
The isolate was tested for its ability to grow on the following 
substrates: anthracene, 1-naphthol, pyrene, cinnamic acid, succinic 
acid, biphenyl and naphthalene. Substrate specificity was evaluated 
in MSM broth supplemented with 50 mg L

-1
 of respective solid 

hydrocarbons or 0.1% (V/V) in case of liquid substrates as a sole 
carbon and energy source. Degradation was monitored by cell 
increase with reference to uninoculated flasks, coupled with 
disappearance of the crystals in the case of pyrene and anthracene. 
Inocula were 24 h LB-grown cultures and inoculation was carried 
out to achieve initial optical density of 0.05 (OD520). Incubation was 
performed at room temperature (27 ± 2.0°C). 
 
 
Time course of growth of isolate on cyclohexane and 
cyclohexanone 
 
Replicate flasks containing 50 ml of autoclaved MSM with 0.5 ml of 
filter-sterilised cyclohexane or cyclohexanone were prepared. Thus 
for each substrate, there were 10 triplicate sets, making a total of 30 
flasks per substrate. The flasks were inoculated to achieve an initial 
concentration of the total viable count (TVC) about 2.0 x 10

7
 cfu ml

-1
 

and incubated at room temperature (27 ± 2.0°C) for a period of 18 
days.  

Flasks inoculated with heat-inactivated cells served as controls. 
Total viable counts were determined at 2 days interval by plating 
out appropriate dilutions of the cultures onto nutrient agar. Mean 
generation times and specific growth rates were calculated using 
nonlinear regression of growth curves for the period when growth 
rates were maximal (Prism version 5.0, Graphpad software, San 
Diego, CA, USA). 
 
 
Chromatographic determination of residual alicyclic substrates 
 
Residual concentration of the alicyclic compound in the culture 
medium was analysed by gas chromatography (GC) (Hewlett-
Packard) fitted with flame ionization detector (FID). An aliquot (20 
ml) of the sample was extracted with 5 ml hexane and concentrated 
to 1 ml. One microlitre of the concentrated sample was injected into 
the chromatograph column. The column was OV-101 and SE 30 
with length of 60 m.  The injector and detector temperatures were 
maintained at 200 and 300°C, respectively. The initial temperature 
of 70°C and a final temperature of 320°C were used for the analysis 
which was programmed to rise at 10°C per min.  Nitrogen was used 
as the carrier with the gas flow rate of hydrogen at 45 ml per min, 
nitrogen at 22 ml per min and air flow rate of 450 ml per min.  The 
GC runs were carried out on the sample at day 0, day 10 and day 
18. 

 
 

RESULTS AND DISCUSSION 
 
Identification and characterisation of isolate 
 

LP32 was a Gram-positive, catalase and oxidase 
positive, spore forming, motile rod, with β-haemolysis on 
blood agar. It was positive for starch hydrolysis, liquefied 
gelatine and reduced nitrate. It utilised citrate, lactose, 
sucrose, glucose and fructose. It was negative for 
urease, indole and hydrogen sulphide production, and 
equally failed to grow on sorbitol, ducitol, mannitol, 
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Figure 1. Time course of growth of Bacillus lentus strain LP32 on cyclohexane (▲) and 
cyclohexanone (■) in mineral salt medium (MSM) supplied with 0.1% percent of the 
respective substrates as sole source of carbon and energy. Incubation was carried out at 
room temperature (27 ± 2°C) with shaking at 150 rpm. Time point data are means of 
triplicate readings, error bars were eliminated for the purpose of clearity. 

 
 
 

Table 1. Kinetics of degradation of alicyclic substrates by Bacillus lentus LP32. 
 

Substrate 
K 

(day 
-1

) 

T 

(day) 

DR10 

(mg l 
-1

 d
-1

) 

DR18 

(mg l
-1

 d
-1

) 

PD10 

(%) 

PD18 

(%) 

Cyclohexane 1.32 0.76 23.50 9.93 67.71 92.43 

Cyclohexanone 0.77 1.29 18.59 9.68 64.65 91.58 
 

K, Growth rate; T, doubling time; DR10, degradation rate in the first 10 days; DR18, degradation rate between day 10 and 18; PD10, percentage 
degraded in the first 10 days; PD18, overall percentage degraded in 18 days. The substrates were supplied at a concentration of 0.1% (V/V) 
and separated on OV-101 column with length of 60 m. 

 
 
 
arabinose and maltose. It was therefore putatively 
identified as Bacillus lentus. Substrate specificity showed 
that LP32 did not grow on biphenyl, and grew poorly on 
anthracene, naphthalene, 1-naphthol and phenanthrene. 
However, it showed heavy growth on cyclohexane and 
cyclohexanone. 
 
 
Biodegradation of cyclohexane and cyclohexanone 
 
The time courses of growth of B. lentus strain LP32 on 
cyclohexane and cyclohexanone are shown in Figure 1. 
On cyclohexane from an initial population density of 2.94 
x 10

7
 cfu ml

-1
 the organism concentration steadily 

increased to 3.27 x 10
11

 cfu ml
-1

  in ten days before 
dropping to 3.62 x 10

10
 cfu ml

-1
 on day 18. On the other 

hand, when grown on cyclohexanone population density 
increased from 2.3 x 10

7
 to 5.28 x 10

9
 cfu ml

-1
 on day 10 

before declining to 3.59 x 10
7
  cfu ml

-1
 on day 18. Growth 

rate on cyclohexane was 1.32 d
-1

 while doubling time was 

0.76 d (Table 1) the corresponding values for growth on 
cyclohexanone were 0.77 d

-1 
and 1.29 d, respectively.  

Kinetics of growth and degradation of alicyclic 
compounds (Table 1) showed that the rate of degradation 
when growing on cyclohexane was 23.50 mgl

-1
d

-1
 in the 

first ten days and 9.93 mgl
-1

d
-1

 between day 10 and 18, 
with 67.71% degradation in 10 days overall percentage 
degradation of 92.43%. When LP32 was grown on 
cyclohexanone the corresponding values were 18.59 and 
9.68 mg l

-1
d

-1
 as well as 64.65 and 91.58%, respectively. 

The ability of B. lentus LP32 to degrade cyclohexane and 
cyclohexanone is of interest because Bacillus species 
had rarely been previously reported to play a major role 
in degradation of alicyclic compound. The only report on 
cyclohexane degradation by Bacillus till date was that of 
Lee et al. (2013). The authors isolated from loess four 
strains, Bacillus cereus strain VOC18, Bacillus 
thuringensis strain VOC 11, B. thuringensis strain VOC13 
and Bacillus megaterium strain VOC 03 capable of 
utilizing or tolerating cyclohexane to varying extents.  



 
 
 
 

However, strains of Bacillus have been previously and 
consistently reported as a hydrocarbon utilizers 
(Okerentugba and Ezeronye, 2003; Okoh, 2006; Nwaogu 
et al., 2008). Other organisms previously isolated from 
alicyclic compounds span genera such as Pseudomonas, 
Norcardia, Brevibacterium, Acinetobacter, Xanthobacter, 
Alicycliphilus denitrificans and Arthrobacter (Stirling and 
Watkinson, 1977; Anderson et al., 1980; Trower et al., 
1985; Ilori, 1999; Brzostowicz et al., 2000; Mechichi et al., 
2003; Amund et al., 2006).  

The fact that LP32 which was originally isolated on 
pyrene was able to use alicyclic compounds and a variety 
of substrates as sole source of carbon is of interest. 
Partly because of differences in metabolic pathways, it is 
rare to find organisms which could degrade both aliphatic 
and aromatic compounds effectively. However, it has 
been suggested that long periods of exposure to mixture 
of hydrocarbon and preponderance of enabling intrinsic 
and extrinsic factors could lead to acquisition of such rare 
ability (Obayori et al., 2009).  It is equally noteworthy that 
a degrader of alicyclics had been previously 
demonstrated to grow on pyrene, benzene and other 
diverse hydrocarbons and petroleum cuts (Lee and Cho, 
2008). The steady increase in the population of 
organisms in both substrates between day 0 and 10 
could be attributed to the utilisation of the sole carbon 
sources, cyclohexane and cyclohexanone (Okerentugba 
and Ezeronye, 2003; Amund et al., 2006).  The 
observation of a downward trend in the total viable count 
of the organisms after day 10 could be attributed to 
nutrient exhaustion (especially the carbon source) or 
accumulation of toxic metabolites (Atlas, 1994). The main 
routes of degradation of cyclohexane and cyclohexanone 
metabolism involves the formation of 1-oxa-2-cyclohe-
ptane (ε-caprolactone) and 6-hydroxyhexanoate (6-hydro-
xycaproate) as intermediate products (Wagner et al., 
2002). These intermediate products are toxic to microorga-
nisms that lack ε-caprolactonase and 6-hydroxyhe-
xanoate dehydrogenase (Brzostowicz et al., 2000). Thus, 
this may account for the downward trend of total viable 
count during the succeeding days. 

The gas chromatography results further accentuated 
the result obtained from total viable counts.  Over 67.71% 
of cyclohexane was metabolized by B. lentus within 10 
days. This indicated that trend of degrading alicyclic 
compounds within the first ten days was better 
pronounced than the succeeding 11 days. In the same 
vein, 64.65% of cyclohexanone was degraded by B. 
lentus within the first ten days. The overall percentage 
degradation of cyclohexane of 92.2% is similar to the 
result obtained by Lee and Cho (2008) for Rhodococcus 
strain ECI which metabolised 9% hexane.  The ability of 
strain LP32 to effectively degrade cyclohexane and 
cyclohexanone in vitro and its broad substrate 
susceptibility suggests that it could further investigation 
for application in production of value added bio-products 
from alicyclic compound and bioremediation of hydro-
carbon polluted compartments.  
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In addition to being consumed as food, caper (Capparis spinosa L.) fruits are also used in folk medicine 
to treat inflammatory disorders, such as rheumatism. C. spinosa L. is rich in phenolic compounds, 
making it increasingly popular because of its components’ potential benefits to human health. We 
analyzed a number of individual phenolic compounds and investigated in vitro biological activities of C. 
spinosa L. Sixteen phenolic constituents were identified using reverse phase-high performance liquid 
chromatography (RP-HPLC). Total phenolic compounds (TPCs), ferric reducing antioxidant power 
(FRAP) and 2,2-diphenyl-1-picrylhydrazyl (DPPH) radical scavenging activity were used as determinants 
of antioxidant capacity. C. spinosa L. exhibited strong antioxidant activity and contained high levels of 
antioxidant compounds. Gentisic, sinapic and benzoic acid were detected in C. spinosa L. No gallic 
acid, proto-catechuic acid, proto-catechuic aldehyde, chlorogenic acid, p-OH benzoic acid, vanillic acid, 
caffeic acid, syringic acid, vanillin, syringaldehyde, p-coumaric acid, ferulic acid or rosmarinic acid 
were identified. Iron and zinc were present at high levels in samples. C. spinosa L. appears to be a good 
source of antioxidants and minerals that might serve to protect health and combat several diseases. 
 
Key words: Antioxidant, capers, Capparis spinosa L., phenolics. 

 
 
INTRODUCTION 
 
Reactive oxygen species (ROS) generation in excess of 
a biological system’s antioxidant capacity results in 
oxidative stress (Zima et al., 2001). Free radical oxidative 
stress is involved in the pathogenesis of a range of 
human diseases. Cells and tissue generally possess 
antioxidant defense mechanisms to ensure the removal 
of ROS; while some are controlled endogenously 
(superoxide dismutase), others are supplied by diet and 
other means (ascorbic acid, α-tocopherol and β-carotene) 
(Haslam, 1996). In terms of cellular pro-oxidant states 

and lipid peroxidation, the consumption of simple plant 
components in regular diet, apart from supplying 
traditional nutrients, may provide benefits in the 
treatment, improvement or prevention of numerous 
chronic diseases, such as cancer, and cardiovascular 
and inflammatory damage including aging-related cellular 
degeneration (Steinmetz and Potter, 1991). 

Capparis spinosa L. (Capparidaceae) is a particularly 
common aromatic in the Mediterranean area, and is also 
important in the commercial preparation of frozen food.

 
*Corresponding author. E-mail: rezzanaoglu@mynet.com. Tel: +905335113364. 
 
Abbreviations: DW, Dry weight; RP-HPLC, reverse phase-high performance liquid chromatography; TPC, total phenolic compounds; 
FRAP, ferric-reducing/antioxidant power; DPPH, 2,2-Diphenyl-1-picrylhydrazyl; GAE, gallic acid equivalents; TPTZ, 2,4,6-tripyridyl-s-
triazine; BHT, butylated hydroxytoluene; ROS, reactive oxygen species. 
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The aromatic part of the caper consists of the floral bud, 
collected immediately prior to blossoming. The plant is 
not generally cultivated, with wild buds being picked by 
seasonal workers. These are then stored in salt before 
packaging takes place. Earlier studies involving C. 
spinosa L. have identified alkaloids, lipids, flavonoids and 
glucosinolates (Brevard et al., 1992), naturally occurring 
products from the order Capparales, also known as flavor 
compounds, anticarcinogenic agents and biopesticides 
(Mikkelsen et al., 2000). Also, Bonina et al. (2002) had 
reported that methanolic extract of C. spinosa L. was 
shown to possess strong antioxidant/free radical sca-
venging effectiveness in different in vitro tests. Besides 
this information, C. spinosa L. is a source of phenolic 
compounds. According to the study of Argentieri et al. 
(2012), rutin was the dominant phenolic in it.  

This study was designed to assess the phenolic com-
position, including phenolic acids and in vitro biological 
activities as antioxidant and mineral analysis of C. 
spinosa L., as well as to evaluate their nutritional and 
medicinal potentials. 
 
 
MATERIALS AND METHODS 
 
Chemicals and instrumentation 
 
The phenolic standards (purity > 99.0%) gallic acid, protocathechuic 
acid, phydroxybenzoic acid, vanillic acid, caffeic acid, chlorogenic 
acid, syringic acid, gentisic acid, vanilline, protocateculaldehyde, 
rosemarinic acid, sinapic acid, syringaldehyde, p-coumaric acid, 
ferulic acid and benzoic acid, were purchased from Sigma-Aldrich 
(St. Louis, MO, USA) and Merck (Darmstadt, Germany). Methanol, 
acetic acid and acetonitrile were obtained from Merck (Darmstadt, 
Germany). Trolox (6-hydroxy–2,5,7,8-tetramethylchroman–2-car-
boxylic acid), 2,4,6-tripyridyl-s-triazine (TPTZ) and Folin-Ciocalteu’s 
phenol reagent were obtained from Fluka Chemie GmbH (Buchs, 
Switzerland) and polytetrafluoroethylene membranes (porosity 0.45 
μm) for extract filtration from Sartorius (Goettingen, Germany). 2,2-
Diphenyl-1-picrylhydrazyl (DPPH) was supplied from Sigma-Aldrich 
(St. Louis, MO, USA). 

Reverse phase-high performance liquid chromatography (RP-
HPLC) (Agilent 1100, DAD 1200 Agilent Technologies, Waldbronn, 
Germany) and reverse phase waters spherisorb ODS2-C18 column 
(Water Corporation, Milford, USA) were used for analysis of 
phenolics. A Spectro UV-Vis Double PC–8 auto cell spectro-
photometer (Labomed Inc., Los Angeles, CA, USA) was used in all 
absorbance measurements. Water solutions were prepared using 
deionized water purified in an Elgacan® C114 Ultra Pure Water 
System Deioniser (The Elga Group, Buckinghamshire, England). 
Ultrasonic bath (Transsonic Digital S, Elma®, Germany) was used 
during sample extraction procedure and rotary evaporator system 

(IKA RV 05 Basic, Werke, USA) for evaporation. Epsilon 5 
EDXRF Spectrometer (PANalytical Inc., Westborough, MA USA) 
was used for mineral analysis 
 
 

Preparation of extracts  
 

C. spinosa L. samples were selected from herb markets in 
Gaziantep, Turkey, in June 2013. Approximately 5-10 g of dry C. 
spinosa L.  sample was extracted with 30 mL methanol in a flask 
attached to the condenser, in a sonicator device at 60°C over 3 h. 
Ten  milliliters  was  separated  from methanolic extract in order to  

 
 
 
 
determine antioxidant activities. The residual extracts of methanol 
were evaporated until dry and then concentrated in a rotary 
evaporator at 50°C. The crude extract was then dissolved in 10 mL 
distilled water, and liquid-liquid extractions were performed. The 
mixtures were extracted three times consecutively with 5 mL diethyl 
ether and 5 mL ethyl acetate. The organic moiety was picked up in 
the same flask and evaporated to dryness under reduced pressure 
in a rotary evaporator at 40°C. The residue was finally weighed and 
dissolved in methanol for high performance liquid chromatography 
(HPLC) analysis. 

 
 
Reverse phase-high performance liquid chromatography (RP-
HPLC) analysis of phenolic compounds 

 
RP-HPLC analysis of phenolic compounds was conducted by using 
a reverse phase column (4.6 × 250 mm, 5 μm), on a gradient pro-
gram with a two solvents system (A: 2% acetic acid in water; B: 
0.5% acetic acid in acetonitrile: water [1:1]) at a constant solvent 
flow rate of 1.2 mL.min

-1
. Injection volume was 20 μL. Signals were 

detected at 232, 246, 260, 272, 280, 290, 308, 328 nm by DAD and 
at 280 nm by UV detection. Column temperature was maintained at 
room temperature, 25°C. 

 
 
Determination of antioxidant capacity 

 
Total phenolic contents were analyzed with Folin-Ciocalteu's phenol 
reagent method, using gallic acid as the Standard (Singleton and 
Rossi, 1965; Akyuz et al., 2013). Briefly, 20 µL of various concen-
trations of gallic acid and 20 µL methanolic samples (1 mg.mL

-1
), 

400 µL of 0.5 Folin-Ciocalteu regents and 680 µL of distilled water 
were mixed and the mixture was vortexed. Following 3 min incu-
bation, 400 µL of Na2CO3 (10%) solution was added, and after vor-
texing the mixture was incubated for 2 h. After the incubation period 
at room temperature, absorbances of the mixtures were measured 
at 760 nm. The concentration of total phenolic compounds was 
calculated as mg of gallic acid equivalents per 100 g of dry weight 
(DW) sample, by using a standard curve for gallic acid in the 
concentration range between 0.015 and 0.5 mg.mL

-1
 (r

2
 = 0.99).  

Ferric reducing antioxidant power (FRAP) assay was used to 
determine antioxidant activity of the sample. The technique is 
based on the measurement of ferric reducing ability. FRAP assay 
was performed following the method described by Benzie and 
Strain (1996), with minor modifications. Working FRAP reagent was 
prepared as required by mixing 25 mL of 0.3 M acetate buffer at pH 
3.6 with 2.5 mL of 10 mM TPTZ solution in 40 mM HCl and 2.5 mL 
of 20 mM FeCl3.6H2O. Subsequently, 100 μL of sample was mixed 
with 3 mL of freshly prepared FRAP reagent. The reaction mixture 
was then incubated at 37°C for 4 min. Absorbance was determined 
at 593 nm against blank prepared using distilled water and incu-
bated for 1 h rather than 4 min. A calibration curve was employed, 
using an aqueous solution of ferrous sulphate Trolox concentrations 
in the range of 100–1000 μM, r

2
=0.97. For purposes of comparison, 

Trolox® was also tested under the same conditions as a standard 
antioxidant compound. FRAP values were expressed as μmol 
Trolox equivalent of 100 g DW sample. Radical scavenging activity 
of C. spinosa L. extracts against DPPH radical was spectrophoto-
metrically studied at 517 nm (Molyneux, 2004). The assay is based 
on the color change of the DPPH solution from purple to yellow as 
the radical is deactivated by the antioxidants. Briefly, various con-
centrations 0.75 mL of parts of C. spinosa L. methanolic extracts 
were mixed with 0.75 mL of a 0.1 mM of DPPH in methanol. 
Radical scavenging activity was measured by using butylated 
hydroxytoluene (BHT) as standards and the values are expressed 
as SC50 (mg sample per mL), the concentration of the samples that 
causes 50% scavenging of DPPH radical. 
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Figure 1. RP-HPLC chromatogram of phenolic standards at 280 nm. Peak identification: 1, Gallic acid; 2, proto-catechuic acid; 3, proto-
catechuic aldehyde; 4, gentisic acid; 5,  chlorogenic acid; 6, p-OH benzoic acid; 7, vanillic acid;  8, caffeic acid; 9, syringic acid; 10, vanillin; 
11, syring aldehyde; 12, p-coumaric acid; 13, ferulic acid; 14, sinapic acid; 15, benzoic acid; 16, rosmarinic acid.  

 
 
 

Sample preparation for mineral analysis 
 
All the C. spinosa L. samples were dried in an incubator and then 
ground in a Spex mill. In order to minimize the effect of particle size, 
the resulting powder was sieved using a 400 mesh sieve and then 
stirred for 25 min to produce a well-mixed sample. The mixed 
samples were then pressed into 40 mm diameter pellets. 
 
 
Mineral analysis 
 
The measurement parameters were set up using the Epsilon 5 
EDXRF system inbuilt software. Samples were irradiated by X-rays 
from a Gd tube under a vacuum equipped with a liquid nitrogen 
cooled PAN-32 Ge X-ray detector with a Be window thickness of 8 
µm. Instrument power, current and high voltage were 600W, 6 mA 
and 100 kV, respectively. The system’s software (Epsilon 5 soft-
ware) automatically analyzed the sample spectrum and determined 
the net intensities of element peaks once measurement was com-
pleted. When elements overlap one another, accuracy is essential 
for trace element analysis. A set of secondary standards, available 
from PANalytical, was used for the calibration of this application.  
The resulting samples were again measured three times. 

 
 
RESULTS AND DISCUSSION 
 

Identification of phenolic compounds using RP-HPLC 
 

Plants and fruits contain biologically active products that 
protect them against a range of physical and chemical 
hazards, including diseases, parasites and bacteria (Kolayli 
et al., 2003, 2010). Due to their phenolic constituents 
they may also possess biologically active properties. Any 

natural sample will contain numerous different phenolic 
compounds, making individual measurement difficult. 
This study was restricted to measuring only 16 phenolic 
substances using RP-HPLC. We also used RP-HPLC to 
analyze 16 phenolic compounds; gallic acid, proto-
catechuic acid, proto-catechuic aldehyde, gentisic acid,  
chlorogenic acid, p-OH benzoic acid, vanillic acid, caffeic 
acid, syringic acid, vanillin, syring aldehyde, p-coumaric 
acid, ferulic acid, sinapic acid, benzoic acid, rosmarinic 
acid. The RP-HPLC chromatograms of the standard phe-
nolic compounds are shown in Figure 1. When the indivi-
dual phenolic compounds were compared with each 
standard, sinapic acid emerged as the main phenolic 
component in C. spinosa L (Table 1). Gentisic acid and 
benzoic acid were determined in very low concentrations, 
while no gallic, proto-catechuic, p-hydroxybenzoic, chlo-
rogenic, vanillic, caffeic, syringic, p-coumaric, ferulic, 
rosmarinic, vanillin, syringaldehyde and proto-catechuic 
aldehyde were detected in C. spinosa L. (Figures 2 and 
3). A previous study reported a methanolic extract of C. 
spinosa buds of 0.39% w/w of rutin as revealed by HPLC 
analysis (Germano et al., 2002). 
 
 
Total antioxidant capacity 
 
Total phenolic compounds (TPC) 
 
TPC was determined in comparison with standard gallic 
acid and calculated at 37.01±0.03 mg GAE.100 g

-1
 DW of 
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Table 1. Retention times and peak areas of phenolic component peaks of Capparis spinosa L. 

 

Peak number Phenolic’s Name Retention time (RT) 

1 Gentisic acid 9.65 

2 Sinapic acid           23.57 

3 Unknown 24.66 

4 Benzoic acid 24.97 

5 Unknown 26.56 

 
 
 

 
 

Figure 2. RP-HPLC chromatogram of Capparis spinosa L. (1 mg/mL) at 280 nm. Peak identification: 1, Gentisic acid; 2, sinapic 

acid; 3, unknown; 4, benzoic acid; 5, unknown. 

 
 
 

C. spinosa L. using the Folin-Ciocalteu method (Table 2). 
Plants compounds are an important source of active 
natural products with a wide range of different structures 
and biological properties. Phenolic compounds are widely 
present in both edible and non-edible plants. Previous 
studies have reported that they exhibit multiple biological 
effects, including antioxidant activity (Yoshino and 
Murakami, 1998). Several studies have demonstrated a 
correlation between antioxidant activity and phenolic 
content (Nagai et al., 2003; Yang et al., 2002). The effi-
cacy of natural antioxidants is closely associated with the 
chemical composition and structures of active extract 
components. It is therefore not possible to account for the 
antioxidant activity of an extract on the basis of its 
phenolic content, and characterization is also required 
(Heinonen et al., 1998). A high antioxidant activity may 
also be associated with compounds other than phenolics 
which are soluble in different solvents. 

Ferric reducing antioxidant power (FRAP) 
 
The FRAP test was used to measure the total antioxidant 
capacity of C. spinosa L. method is based on electron 
transfer and is regarded as accurate indicators of total 
antioxidant power, since total reducing power is defined 
as the sum of the reducing powers of the individual 
compounds contained in a particular sample (Tezcan et 
al., 2011). FRAP activity of sample is given in Table 2.  
 
 
DPPH radical scavenging activity 
 
The free radical scavenging activity of C. spinosa L. was 
determined using the DPPH test. When compared to 
reference antioxidants with the sample extract of C. 
spinosa L., it was found more efficient than BHT. This 
may be attributed to polyphenols in the samples varying 
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Figure 3. RP-HPLC-UV spectrums of phenolic component peaks of Capparis spinosa L. (1 mg/mL). Peak 

identification: 1, Gentisic acid; 2, sinapicacid; 3, unknown; 4, benzoic acid; 5, unknown (200–400 nm). 
 
 
 

Table 2. Antioxidant activities of Capparis spinosa L.  
 

Plant 
TPC 

(mg GAE.100 g
-1

 DW) 

FRAP 

(μmol Trolox.100 g
-1

 DW) 

DPPH radical scavenging activity 

(SC50: mg.mL
-1

) 

Capparis spinosa L.  37.01±0.03 145.07 ± 0.04 0.32 ± 0.26 
 

Values given are the mean and standard deviation of triplicate measurements. Standard antioxidants used were BHT (10 μg mL
-1

, 0.01 ± 0.25). 
 
 
 

significantly, in the same way as their scavenging capa-
cities. The phenolic compounds may thus have acted as 
free radical scavengers on the basis of their hydrogen-

donating ability (Molyneux, 2004). The sample extract 
possessed hydroxyl radical scavenging properties acting 
as donor for hydrogen atoms or electrons in the DPPH test. 
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Table 3. Elemental analysis values (X ± SD) of 
Capparis spinosa L. using EDXRF system. 
 

Mineral Sample 

Al
a
 0.48 ± 0.05 

P
a
 1.15 ± 0.01 

S
a
 4.00 ± 0.06 

K
a
 4.54 ± 0.03 

Ca
a
 1.18 ± 0.01 

Cl
b
 94.86 ± 25.51 

Ti
b
 55.24 ± 2.30 

Mn
b
 70.04 ± 1.00 

Fe
b
 520.72 ± 4.05 

Ni
b
 24.10 ± 0.05 

Cu
b
 88.27 ± 0.45 

Zn
b
 250.75 ± 0.80 

Br
b
  11.92 ±  0.07 

Rb
b
 79.03 ± 0.19 

Sr
b
 40.20 ± 0.69 

Y
b
 2.48 ± 0.38 

Hf
b
 27.32 ± 0.87 

Pb
b
 5.34 ± 0.13 

 

a, % ; b, ppm. Values given are the mean and standard 
deviation of triplicate measurements. 

 
 
 

This also increased iron autoxidation, while significantly 
suppressing the accessibility of iron to oxygen molecules 
by oxidizing ferrous ion to a ferric state, in turn inhibiting 
hydroxyl radical production (Yoshino and Murakami, 
1998). These findings suggest that the antioxidant active-
ties of the sample extract of C. spinosa L. are associated 
with the high level of phenolic compounds. 

The lyophilized and methanolic extract of C. spinosa L. 
exhibited a significant antioxidant effect (Germano et al., 
2002). Extract concentrations of 100 and 1000 g.mL

-1
 

significantly inhibit (p<0.01) lipid peroxidation by 71.50 
and 90%, respectively. These antioxidant activities of 
methanolic extract are associated with the high phenolic 
compound levels (Tlili et al., 2010; Tlili et al., 2011). This 
protective effect may possibly be attributed to the rich-
ness of phenolic compounds, tocopherols and carote-
noids. Many previous studies have suggested that these 
compounds possess very good antioxidative properties 
(Ihme et al., 1996; Burton et al., 1983; Mozaffarieh et al., 
2003; Sommer and Davidson, 2002). 
 
 
Mineral contents 
 
The mineral contents of C. spinosa L. were shown to be 
excellent using the Epsilon 5 EDXRF system’s inbuilt 
software (Table 3). Potassium, magnesium, manganese 
and sodium contents of C. spinosa L. buds as reported in 
Ozcan (2004) study were low compared to Ozcan and 
Akgul  (1998)  results. Some of our results concerning the  

 
 
 
 
mineral contents of condiments differ from those in the 
literature (Akgul, 1993). These differences may be attri-
buted to growth conditions, genetic factors, geographical 
variations or the analytical procedures involved (Guil et 
al., 1998; Ozcan, 2004). 

Calcium is the major component of bone and also 
assists in teeth development (Brody, 1994). Magnesium, 
iron and phosphorus levels are also high. These ele-
ments are highly important since they are required as 
cofactors by many enzymes (Akpanabiatu et al., 1998). 
There are also inorganic elements which may be involved 
in biological processes, but which have not been shown 
to be essential (Macrae et al., 1993a). Absence of toxic 
element contents such as mercury and arsenic is highly 
advantageous. Zinc is essential for growth in animals, 
human beings and plants. It is also crucial to crop nutria-
tion since it is required in various enzymatic reactions, 
metabolic processes and oxidation-reduction reactions. It 
is present in the enzyme system as a co-factor and 
mental activator of many enzymes. Zinc has been repor-
ted as potentially limiting the growth of bacteria at higher 
levels (>13.60 mg.kg

-1
) (Hafeez et al., 2013). In conclu-

sion, C. spinosa L. possesses antioxidant activity and 
mineral content. The purpose of the study is to contribute 
to knowledge of the nutritional properties of C. spinosa L. 
knowledge of the mineral contents of condiments is also 
of great interest. 
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In the present work, cupric oxide (CuO) nanoparticles (NPs) were prepared by adopting aqueous 
precipitation method using copper sulphate 5-hydrate as a precursor and NaOH as a stabilizing agent. 
This gives a large scale production of CuO-NPs which are utilized for the removal of methylene blue 
(MB) dye. The CuO NPs were characterized for the studying of their structure and composition from 
XRD which reveals the single phase monoclinic structure. The surface morphology of these NPs was 
carried out by using scanning electron microscopy (SEM). Moreover, the effect of optimization 
parameters such as time, concentration and temperature was also examined. Spectrophotometric 
technique was used to evaluate the removal of MB in aqueous solution by NPs. The equilibrium 
adsorption of cationic dye (MB) was carried out at various temperatures ranging from 303 to 318 K ± 2K. 
The adsorption isotherm equations like Langmuir, Freundlich and Dubinin-Radushkevich were applied 
and the values of their respective constants were evaluated by adopting graphical method. 
Thermodynamic and kinetic studies were also performed to determine the feasibility of the process. The 
maximum MB removal was observed to be 88.93%. The pH of point zero charge (pHPZC) of adsorbent 
was also estimated by pH drift method. The results indicate that aqueous precipitation method is a 
reliable and cheap method for the development of CuO-NPs which can be effectively used for the 
removal of dyes from effluents. This method is beneficial for the remediation of industrial waste. 
 
Key words: CuO nanoparticles, XRD, SEM, methylene blue, adsorption, UV Spectrophotometer.  

 
 
INTRODUCTION 
 
There is a number of metal oxide in nature but some of 
the metal oxides are most useful in accordance with their 
applications of day to day life in science and technology. 
Physico-chemical properties of special relevance in 
Chemistry are mostly related to the industrial use of 
oxides as sensors, ceramics, adsorbents and catalysts. A 
nano-silica-Ag NPs composite material is proposed as a 
novel antifouling adsorbent for cost-effective and eco-
friendly water purification (Das et al., 2013), novel 
magnetic Fe3O4@C nanoparticles have been synthesized 
and employed as high efficient adsorbent for removal of 

cationic dyes from polluted water (Zhang and Kong, 
2011). The utilization of modified magnetite nanoparticles 
(Fe3O4 NPs) with a cationic surfactant (cetyl trimethyl 
ammonium bromide, CTAB) as an efficient adsorbent 
was successfully carried out to remove reactive black 5 
(RBBA), reactive red 198 (RRR) and reactive blue 21 
(RTB) dyes from aqueous solutions (Faraji et al., 2010). 

The creation of environmental problems due to rapid 
development of technology causes a threat to our 
horizon. Dyes can be said to be colored, ionizing and 
aromatic  organic  compounds  which  shows  an   affinity
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towards the substrate to which it is being applied. It is 
generally applied in a solution that is aqueous and 
required a mordant to improve the fastness of the dye on 
the material on which it is applied.  

They have many different structural variations like 
acidic, basic, disperse, azo, anthra quinone based and 
metal complex dyes among others. The textile industry is 
the largest consumer of dye stuffs. During the coloration 
process, a large percentage of the synthetic dye does not 
bind and is lost to the waste stream (Weber and Adams, 
1995). Approximately 10-15% dyes are released into the 
environment during dyeing process making the effluent 
highly colored and aesthetically unpleasant (Ratna and 
Padhi, 2012). Dyes have been applied in many industries 
such as textiles, printing, leather, pulp, food and plastics, 
etc. The effluent from these industries normally contains 
presence of these dyes. About 10,000 different 
commercial dyes and pigments exist and more than 
7x10

5
 tons are produced per year worldwide 

(Wanchanthuek and Nunrung, 2011; Shah et al., 2010). 
Approximately 10-15% of these dyes are released after 
dying process Al-Degs

 
et al. (2008) since many organic 

dyestuffs are harmful to human being and toxic to 
animals and microorganisms. The dye removal has been 
in considerable attention over the past decades before 
release to natural stream. Various dye removal process 
have been used such as coagulation, chemical oxidation, 
membrane separation, electrochemical process, biolo-
gical treatment and adsorption techniques Durai

 
and 

Rajasimman (2011). Adsorption was recognized to be an 
effective process for the removal of dyes from waste 
water effluents which are the easiest in separation after 
the process and highly effective in dye removal (Orthman

 

et al., 2003). Different kinds of adsorbents have been 
developed for various applications such as activated 
carbon (Iqbal et al., 2007), active carbon from pyrolysis of 
bagasse (Lori et al., 2008), spent activated clay (Weng et 
al., 2007), sand (Rauf et al., 2008), soil Cheng et al. 
(2008), kaolin (Nandi et al., 2009), biomass from 
calotropis procera leaf (Ali et al., 2008), natural resin 
(Clinoptilolite) (Moazed , 2008), and Mg-Al-CO3 layers 
(Gaini, 2009). CuO NPs Aparna et al. (2012) and carbon-
encapsulated super magnetic colloidal NPs Wang et al. 
(2013). In the present work, CuO nanoparticles were 
prepared and utilized as nano adsorbents for the removal 
of cationic dye. The XRD and morphological study of 
CuO-NPs was observed by scanning electron microscopy 
(SEM). 
 
 

MATERIALS AND METHODS 
 

Synthesis of CuO nanoparticles 
 

CuO nanoparticles were synthesized by aqueous precipitation 
method using 55 g of copper sulfate 5-hydrate (Merck) mixed with 
25 g of hydroxyl ammonium chloride (Sigma Aldrich) in 125 ml 
distilled water. The mixture was allowed to cool in a cold water bath 
with swirling well and solution of 40 g of sodium hydroxide in 750 ml 
distilled  water  was added. The  precipitate  was  allowed to  settle  
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down and the supernatant liquid was poured off according to a 
modified method of Kannaki et al. (2012). The oxide was 
transferred to 250 ml flask and the volume was made up. The 
content was washed by repeated decantation until the rinsing was 
chloride-free, and then suction filtration was applied and the residue 
was washed with 95% alcohol and ether. The residue was dried at 
200 to 250°C in air oxidized conditions to obtain Cu2O and then 
further the temperature was increaded to 300°C which leads to the 
formation of CuO. For the formation of CuO NPs from Cu2O 
precipitant, the following reaction mechanism can be formulated as 
represented as: 
 

2CuSO4 + 2NH2OH.HCl + 6NaOH → Cu2O + N2 + 2NaCl + 
2Na2SO4 + 7H2O           (1) 
 

 
Cu2O  CuO                                             (2) 

 
 

Characterization of nanoparticles  
 

The XRD patterns of nano CuO were recorded on a (BRUKER 
AXS) diffractometer in the scanning range of 20-70° (2θ) using 
CuKα as radiation source having a wavelength of 1.54060 A° at the 
scanning rate of 15.50 s with the instrument temperature of 25°C. 
The morphology of prepared NPs before and after adsorption was 
examined by SEM technique. SEM images were taken by Joel 
Quick Auto Coater and by using ion sputtering device. 
 
 
Treatment of methylene blue 
 
The removal of methylene blue from aqueous solution was carried 
out by adsorption method using CuO-NPs. 
 
 

Optimization of amount of adsorbent 
 
CuO-NPs of known amounts 0.01 - 0.1 g was added in shaking 
flasks and placed in electric shaker for a desired time period. The 
amount of dye adsorbed (mg/g) increased with increase in time and 
then reached equilibrium. The contents of the flasks were filtered to 
separate the NPs. Concentration of methylene blue was quantified 
in the filtrate by UV spectrophotometer. The initial dye concen-
tration provides the necessary driving force to overcome the 
resistances to the mass transfer of MB between the aqueous and 
solid phases (Rauf et al., 2007). A similar phenomenon was 
observed for the adsorption of Methylene Blue (MB) dye onto 
banana stalk waste by Hameed et al. (2007), pomelo (C. grandis) 
peel (Wang et al., 2007) and castor shell seed (Ni et al., 2007).  
 
 

Optimization of shaking time 
 
The shaking time also varied from 2 to 24 min by keeping the 
optimum amount of adsorbent and concentration of methylene blue. 
After the interval of 2 min each, flask was ejected and the content 
filtered. The filtrate was analyzed by UV spectrophotometer to study 
the adsorption of MB on NPs as a function of contact time in order 
to find out the equilibrium time for maximum adsorption. 
Sureshkumar et al. (2008) reported an equilibrium adsorption time 
of 135 min for the adsorption of Methylene Blue onto wheat shells 
and 150 min for the adsorption of methylene blue on fallen phoenix 
tree’s leaves by Ofomaja et al. (2007) 
 
 

Optimization of temperature 
 
The shaking temperature also varied from  30  to  45°C  by  keeping



6652        Afr. J. Biotechnol. 
 
 
 

00-048-1548 (*) - Tenorite, syn - CuO - Y: 101.05 % - d x by: 1. - WL: 1.5406 - Monoclinic - a 4.68830 - b 3.42290 - c 5.13190 - alpha 90.000 - beta 99.506 - gamma 90.000 - Base-centered - C2/c (15) - 4 - 81.2

Operations: Background 1.000,1.000 | Import

File: B03.raw - Type: 2Th/Th locked - Start: 5.000 ° - End: 60.000 ° - Step: 0.020 ° - Step time: 1. s - Temp.: 25 °C (Room) - Time Started: 10 s - 2-Theta: 5.000 ° - Theta: 2.500 ° - Chi: 0.00 ° - Phi: 0.00 ° - X: 0.

L
in

 (
C

o
u

n
ts

)

0

10

20

30

40

50

60

70

80

90

100

110

120

2-Theta - Scale

5 10 20 30 40 50 60

d
=

2
.5

2
1

1
5

d
=

2
.3

2
3

6
4

 
 

Figure 1. XRD pattern of CuO nanoparticles. 
 
 
 

the optimum amount of adsorbent and time against known 
concentration of methylene blue (1x10

-5
 to 1x10

-4 
M). The 

adsorption sets were run at 30, 35, 40 and 45°C for 60 min. The 
contents of the flasks were filtered to separate the adsorbent. The 
filtrate was analyzed by UV spectrophotometer. Alkan et al. (2008) 
and Abd El-Latif et al. (2009) reported that the changing of the 
temperature will change the equilibrium capacity of the adsorbent 
for a particular adsorbate. 
  
 

pH at the point of zero charge (pHzpc) 
 
The point of zero charge (pHzpc) is the pH at which the total 
number of positive and negative charges on its surface becomes 
zero (Jia et al., 2002). The pH at the point of zero charge (pHzpc) of 
CuO-NPs was measured by using the pH drift method. The pH of 
0.005 mol/dm

3
 NaCl solution was adjusted between 2-12 by adding 

either HCl or NaOH. The 0.03 g of adsorbent was added in 20 ml of 
the solution in Erlemmeyer flask and left at room temperature for 24 
and 48 h. After the pH stabilized, the final pH was recorded. The 
graph of pHs was drawn and used to determine the points at which 
the initial and final pH values were equal (Vijayakumar et al., 2012). 
 
 

RESULTS AND DISCUSSION 
 

Powder X-ray diffraction study was carried out on the pre- 

pared CuO NPs. These NPs retained its monoclinic 
structure with lattice parameters: a = 4.688A°, b = 
3.422A°, c = 5.131A°, β = 99.506 and V = 82.31 A°. The 
crystalline CuO NPs were confirmed by the powder X-ray 
diffraction study and diffraction peaks are indexed in 
Figure 1.  

The crystal structure parameters obtained show that all 
the diffraction peaks can be indexed with lattice planes 
and compared to the International center for diffraction 
data (ICDD) Card No:41-0254. The d-spacing values of 
the peaks were well matched with the reported values in 
the card. The grain size for different FWHM (β) values 
was calculated using Debye - Scherrer’s equation Lisa et 
al. (2007).  
 
D = Kλ / β cos θ                                             (3) 
 
Where, K is a constant representing shape factor which is 
about 0.9, λ is the X-ray wavelength used which is 
1.54060A°, while β is the full width half maximum 
(FWHM) of the diffraction angle. No peaks of impurities 
were found in XRD pattern. The peaks were broad due to 
the nano size effect. The average crystalline size of CuO 

http://www.sciencedirect.com/science/article/pii/S0021979707011770
http://www.sciencedirect.com/science/article/pii/S0021979707011770


 
 
 
 

 
 

Figure 2. SEM of CuO-NPs before adsorption of 
methylene Blue. 

 
 
 

NPs was found to be 20 - 28 nm.  
 
 

Surface morphological studies 
 
The images of Scanning Electron Microscope of CuO-
NPs before and after adsorption of MB dye are shown in 
Figures 2 and 3 at different magnification. SEM image of 
CuO before adsorption of MB dye indicates that the 
material is composed of irregularities in shape from 0.02 
to 1 µm which provides a large surface area for the 
adsorption experiment. After the adsorption of MB dye, 
the structures become saturated with MB molecules. 
 
 
Investigation of adsorption parameters 
 
The present work represents the removal of methylene 
blue dye onto CuO-NPs by adsorption method. The effect 
of point of zero charge, thermodynamic and kinetic 
studies were run by batch adsorption processes under 
the optimized conditions of amount of adsorbent, contact 
time and temperatures. 
 
 

Effect of amount of adsorbent dosage 
 
The adsorption of methylene blue (MB) dye onto CuO-
NPs was carried out by varying the amount of adsorbent 
from 0.02 - 0.2 g. The values of % removal of MB dye 
were increased with the increase in amount of CuO-NPs 
and 0.03 g of adsorbent showed the optimum adsorption 
as shown in Figure 4. This may be due to the increase in 
adsorbent surface area and viability of more adsorption 
sites. The amount of adsorbent at time t and KD (mol/g) 
were calculated as: 
 
KD = (Ci - Cf)V / W                                   (4) 
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Figure 3. SEM of CuO-NPs after adsorption of methylene 
blue. 

 
 
 

Where Cf (mol/dm
3
) is the concentration of dye after 

removal, Ci (mol/dm
3
) is the initial concentration of dye in 

the solution, V is the volume of the solution (ml) and w is 
the mass of the adsorbent (g). 

The amount of equilibrium adsorption, x/m (mol/g), was 
calculated as: 
 

x/m = (C0 - Ce) V / W                                 (5) 
 

Where, Co and Ce (mol/dm
3
) are the initial and equili-

brium concentrations of the dye in the solution. 
The percentage removal was calculated as: 

 

% Removal = Co - Ce / Co x 100                      (6) 
 
 
Effect of contact time 
 
The rate of adsorption of dye decreased with the increase 
in contact time (02 to 24 min) and reached to an optimum 
value when the adsorption equilibrium was achieved. The 
rate of adsorption indicated that the removal of more than 
86.28% of MB was observed in the first 2 min. The 
maximum adsorption capacity of MB on CuO-NPs was 
obtained at 06 min. The results show that the removal 
process was very fast and this is an important advantage 
of separation method as shown in Figure 5. 
 
 

Effect of temperature 
 
Adsorption isotherm is a graphical representation 
between the bulk activity of adsorbate and amount adsor-
bed at constant temperature. It characterizes the distri-
bution of adsorbed solute between the adsorbate and 
solid phases at various equilibrium concentrations. 

The effect of temperature on the removal tendency of 
dye was also studied at temperatures ranges from 303 to 
318 K. The critical review of adsorption isotherm shows 
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Figure 4. Optimization of amount of CuO for the removal of MB. 
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Figure 5. Optimization of time of CuO for the removal of MB. 

 
 
 
an increase in the adsorption of dye with the rise in 
temperature. It shows that adsorption of dye on NPs is 
endothermic in nature. 
 
 
Freundlich adsorption isotherm 
 
Freundlich expressed an empirical equation for 
representing the isothermal variation of adsorption on the 

quantity of gas adsorbed by unit mass of solid adsorbent 
with concentration. It is expressed as: 
 
log X/m= log K + 1/n log Ce                     (7) 
 
Where, X/m is the amount adsorbed per unit mass of the 
adsorbent (mol/g), Ce is the equilibrium concentration 
(mol/dm

3
) and the constant K relates to the degree of 

adsorption, while n provides the rough estimation of the 
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Figure 6. Freundlich Isotherm Plot of CuO NPs for the removal of MB dye. 

 
 
 

Table 1. Freundlich parameters for methylene blue dye adsorption on CuO nanoparticles. 
 

Adsorbent Temperature (K) K N (10
-1

) 

CuO-NPs 

303 2.03E+05 3.46 

308 8.93E+03 1.73 

313 8.83E+08 22.5 

318 1.26E+07 8.63 

 
 
 
intensity of the adsorption (Hema and Arivoli, 2008). 
Freundlich plots were obtained at various temperatures 
ranges from 303 - 318 K as shown in Figure 6 and the 
values of respective constant ‘K’ and ‘n’ are indicated in 
Table 1. The decrease in the values of K with the rise in 
temperature indicates that adsorption affinity of dye on 
CuO-NPs is less favorable at higher temperatures. 
 
 
Langmuir adsorption isotherm 
 
The Langmuir isotherm assumes the monolayer 
adsorption on a homogeneous surface with a finite 
number of adsorption sites. The Langmuir model 
assumes that the adsorptions occur at specific 
homogeneous sites on the adsorbent and is used 
successfully in many monolayer adsorption processes. 
The theory can be expressed by the following linear 
equation: 
 
Ce/X/m= 1/kVm + Ce/Vm                 (8) 
 
Where, Ce is the equilibrium concentration (mol/dm

3
), 

X/m is the amount adsorbed at equilibrium (mol/g) and Vm 

(mol/g) and k (dm
3
/mol) are the Langmuir constants 

relates to monolayer capacity and adsorption coefficient 
respectively (Hameed and Daud, 2008). The linear plot of 
Ce/X/m vs Ce is shown in Figure 7 and the values of 
respective constants are shown in Table 2.  
 
 
D-R adsorption isotherm  
 
Dubinin Radushkevich (D-R) isotherm was also applied 
for the adsorption of methylene blue (MB) on to CuO-
NPs. The D-R equation can be expressed as: 
 
Ln X/m= Ln Xm- Kε

2
                       (9) 

 
Where, Xm is the monolayer capacity of adsorbent, K is a 
constant related to adsorption energy, while ε is the 
adsorption potential which can be obtained as: 
 
ε = RT Ln (1+1/Ce)                     (10) 
 
Where, Ce is the equilibrium concentration of dye 
(mol/dm

3
), R is a gas constant and T is the absolute 

temperature. The D-R plot of ln X/m versus ε
2
 was 
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Figure 7. Langmuir Isotherm of CuO-NPs for the removal of MB Dye.  
 
 
 

Table 2. Langmuir parameters for methylene blue dye adsorption on CuO nanoparticles. 
 

Adsorbent Temperature (K) Xm Es (KJ/mol) 10
-3

 

CuO-NPs 

303 4.11E+01 7.07 

308 9.66E+00 7.45 

313 2.34E+03 5.00 

318 1.18E+01 10.0 
 
 
 

obtained at various temperatures as shown in Figure 8 
and in Table 3. The values of K and Xm were obtained 
from the slope intercept while the values of mean free 
energy of adsorption (Es) were estimated by using the 
value of K as expressed: 
 
Es= (-2K)

-1/2
                              (11) 

 
 
Investigation of point of zero charge (pHpzc) 
 
For the investigation of point of zero charge CuO-NPs, 
the values of the initial and final pH were plotted at 24 
and 48 h time intervals as shown in Figure 9. From the 
graph, the values of pHpzc of CuO were determined from 
the points where the initial pH equals the final pH as 
shown in Table 4. The pH values implies that surface of 
CuO was basic in nature since the pHpzc values were 
increased from acidic pH to neutral and then moved from 
basic to neutral and finally toward the basic behavior 
again. 
 
 
Thermodynamic parameters 
 
The thermodynamic parameters relates to the adsorption 
of dyes such as free energy change (∆G°), enthalpy 
change (∆H°) and entropy change (∆S°). These 

parameters were calculated by using the following 
equations; 
 
∆G˚ = ∆H˚ - T∆S˚                            (12) 
 
∆G˚ = -RTLnK                                   (13) 
 
LnK= - ∆H˚/RT + ∆S˚/R                                   (14) 
 
The values of ∆H° and ∆S° were calculated from the 
slope and intercept of the linear variations of lnKD with the 
reciprocal of temperature (1/T). The values are 
represented in Table 5. The negative values of ΔGº 
indicate the spontaneous nature of adsorption process 
while the positive values of ΔHº and Ea confirms the 
endothermic nature of the system ( Aksu, 2002). 
 
 
Investigation of adsorption kinetics 
 
The time dependent behavior of adsorption was 
determined by varying the equilibrium time (2-24) min 
between adsorbate and adsorbent. The percentage 
removal of the MB dye against contact time plotted as 
shown in Figure 10 indicates that the equilibrium was 
established between MB dye and CuO NPs within 10 
min. For the investigation of possible mechanism of 
adsorption, pseudo first order model was adopted by the 

http://www.sciencedirect.com/science/article/pii/S0032959202000511
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Figure 8. D-R Isotherm Plot of CuO-NPs for the removal of MB dye.  

 
 
 

Table 3. D-R parameters for methylene blue dye adsorption on CuO nanoparticles. 
 

Adsorbent Temperature (K) Es (J/mol) 10
-3

 Xm (10) 

CuO-NPs 

 

303 7.07E+03 4.11E+01 

308 7.45E+03 9.66E+00 

313 5.00E+03 2.34E+03 

318 1.00E+04 1.18E+01 

 
 
 
 

Table 4. Point of zero charge (pHpzc) of CuO nanoparticles. 
 

Adsorbent Amount (g) Initial pH 
Final pH 

After 24 h After 48 h 

CuO-NPs 

0.03 2.20 5.55 5.62 

0.03 4.10 7.00 7.11 

0.03 6.04 7.25 7.31 

0.03 7.98 7.39 7.38 

0.03 10.00 7.88 7.96 

0.03 12.01 12.87 12.80 

 
 
 
Lagergen (Lagergren, 1898) and pseudo second order 
models were adopted by the Ho and McKay (Ho and 
McKay, 1999). They are expressed as: 
 
log (qe-qt) = log qe -k1 t/2.303                  (15) 
 
t/qt = ½ k2qe2 + 1 t/qe                  (16) 

Where, qe and qt are the amount of the dye adsorbed on 
the adsorbent (mol/g) at equilibrium and time t, k1 is the 
rate constant (min

-1
) representing the pseudo first order 

kinetics and k2 is the adsorption of pseudo second order 
rate constant (mol/g.min). The pseudo second-order 
adsorption kinetic plot is shown in Figure 10, which 
shows that it follows a pseudo-second order reaction. 
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Figure 9. Effect of Point of Zero Charge on CuO-N 

 
 
 

Table 5. Thermodynamic parameters for Methylene Blue dye adsorption on CuO nanoparticles. 
 

Adsorbent 
Conc. of  

dye (M) (10
5
) 

ΔH (KJ/mol) 

(10) 

ΔS 
(J/mol) 

ΔG (J/mol) x 10 

303K 308K 313K 318K 

CuO-NPs 

1.00E-05 88.19 1.16 -263.29 -269.09 -274.89 -280.69 

2.00E-05 92.37 1.16 -259.11 -264.91 -270.71 -276.51 

3.00E-05 78.78 1.12 -260.58 -266.18 -271.78 -277.38 

4.00E-05 -0.60 0.86 -261.18 -265.48 -269.78 -274.08 

5.00E-05 65.91 1.07 -258.30 -263.65 -269.00 -274.35 

6.00E-05 21.66 0.93 -260.13 -264.78 -269.43 -274.08 

7.00E-05 -7.49 0.83 -258.98 -263.13 -267.28 -271.43 

8.00E-05 61.44 1.05 -256.71 -261.96 -267.21 -272.46 

9.00E-05 -3.89 0.83 -255.38 -259.53 -263.68 -267.83 

10.0E-05 -20.78 0.91 -296.51 -301.06 -305.61 -310.16 

 
 
 
Conclusion 
 

CuO-NPs were prepared successfully with monoclinic 
structure and confirmed by XRD analysis. The fabricated 
NPs are composed of irregular shapes ranges from 0.02 
to 1 µm which provide a large surface area for the 
adsorption as determined by SEM results.  

These NPs used as adsorbent for the removal of MB 
dye. Adsorption, desorption, point of zero charge pHpzc, 
thermodynamic and kinetics studies were proceeded to 
determine the validity of process. The adsorption 
experiments were run under the optimized conditions of 
amount of adsorbent, stay time, initial concentration at 
different temperatures. The adsorption models like: 

Freundlich, D-R and Langmuir adsorption isotherm 
models were applied to determine the adsorption 
equilibrium data. Thermodynamic parameters, free 
energy change (∆G°), enthalpy change (∆H°) and entropy 
change (∆S°) show that the adsorption of MB dye onto 
CuO-NPs was spontaneous and endothermic process. 
The kinetic data showed that the adsorption process 
followed the pseudo second order kinetics. 

The feasibility of adsorption / removal process was 
examined in the present study. It was estimated that 
inexpensive and cost effective materials can be prepared 
as adsorbents for the removal of dyes and metals. 
Undoubtedly low-cost adsorbents offer a lot of promising 
benefits for commercial purposes with respect to utili-
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Figure 10. Pseudo second order adsorption kinetics of MB onto CuO-NPS.  

 
 
 
zation and minimization of waste. 
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The objective of this study was to evaluate, spectrophotometrically, the compatibility of  non-mucinated 
polyethylene glycol (PEG) 4000 and non-PEGylated mucin in a PEGylated mucin matrices for drug 
delivery application. Mucin was extracted from the giant African land snails (Archachatina maginata) 
using chilled acetone and characterized in terms of qualitative properties and solubility profile. 
Polymeric matrices composed of PEG 4000 and mucin in ratios of 2:0 (A), 1:1 (B), 2:1(C) and 3:1 (D) 
were prepared by co-precipitation using chilled acetone. The matrices were characterized with respect 
to compatibility using the Fourier transform infrared (FT-IR) spectroscopy. Results of the qualitative 
tests performed on the snail mucin showed that carbohydrates, proteins and trace amounts of fats were 
present; the extracted mucin was light-brownish in colour, with a pleasant meaty odour. Snail mucin, 
when dispersed in water yielded a slightly viscous dispersion, but is not soluble in ethanol, acetone, 0.1 
M sodium hydroxide, ammonium hydroxide and sulphuric acid. The presence of different peaks in the 
FT-IR spectra of the PEGylated mucin matrices compared with the non-PEGylated mucin (2:0) matrix 
and non-mucinated PEG 4000 (0:2) matrix indicated the formation of  new polymers, which could be 
employed in drug delivery. This study has shown that PEGylation of mucin gives rise to new polymeric 
system with principal FT-IR peaks quite different from those of non-PEGylated mucin and non-
mucinated PEG, and this may be employed in the delivery of drugs. 
 
Key words: PEGylation, drug delivery, mucin, Fourier transform infrared (FT-IR) spectroscopy, Archachatina 
maginata.  

 
 
INTRODUCTION          
 
Drug delivery can be of importance for both new chemical 
entities as well as established drugs. The basic goal of 
any drug delivery system is to achieve steady state of 

blood concentration or tissue level that is therapeutically 
effective and non-toxic for an extended period of time 
(Muller et al., 2000; Gillies and Frechet, 2004). Many biolo- 
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gically active molecules are limited in their therapeutic 
values by properties such as poor solubility, limited 
bioavailability, and rapid elimination (Muller et al., 2000). 
In addition, while the beneficial effects of many drugs 
arise from their interaction with specific tissues, their 
exposure to other cell types frequently leads to undesira-
ble side effects and toxicity (Gillies and Frechet, 2004). In 
recent decades, there has been increased awareness of 
the need to develop drug delivery systems to improve the 
properties of therapeutic compounds, increase their 
effectiveness, and reduce their harmful side effects. Oral 
administration of therapeutic agents represents by far the 
easiest, safest and most convenient route of drug deli-
very, especially in the case of chronic therapies (Kreuter, 
1991). Unfortunately, the oral delivery route is beset with 
problems such as gastrointestinal (GI) destruction of 
labile molecules and low levels of macromolecular 
absorption (Francis et al., 2004). The development of oral 
forms of many drugs however remains a challenge either 
on account of their stability or their absorption from the 
GIT thus leading to sub-therapeutic bioavailability (Kreuter, 
1991). To reduce the impact of digestive enzymes and 
ensure the absorption of bioactive agents in an unaltered 
form, molecules may be incorporated into polymeric 
matrices, which could shield the encapsulated drug from 
the external harsh conditions, and may favour uptake by 
intestinal cells (Delie and Blanco-Prieto, 2005). Many 
polymers have been used in the formulation of polymeric 
matrices (Ravi-Kumar, 2000; Pamujula et al., 2004; Lagarce 
et al., 2005; Bernkop-Schnurch et al., 2004; Attama and 
Nwabunze, 2007). The engineering of new polymer bio-
materials with special physicochemical properties appears 
to be an answer to the afore-mentioned problems. To 
obtain new polymer biomaterials with better physicoche-
mical qualities that will meet the carrier needs of challen-
ging drug molecules, blending of polymers with desirable 

properties becomes imperative. Thus, mucin and PEG 
could be blended to improve the physico-chemical pro-
perties of the individual polymers. 

Mucins are high molecular weight (0.2 – 10 million 
Dalton)  glycoproteins containing both highly glycosylated 
domains and naked domains. The glycosylated domains 
are enriched in serine and threonine residues which serve 
as anchoring points for oligosaccharide chains. These O-
linked oligosaccharide side chains are complex both in 
terms of composition and length. The naked domains are 
typically found in the N-terminal and C- terminal parts of 
the protein and are enriched in cysteine residues (Carlstedt 
et al., 1983). The cysteine residues can form intermole-
cular bonds, and in the native state mucins are often found 

 
 
 
 
as oligomers composed of several end-to-end linked 
mucin subunits (Perez and Proust, 1987). A common 
feature of mucins, apart from a high molecular weight and 
a high carbohydrate content (68 - 81%), is the abundance 
of negatively charged groups. The negative charges arise 
mainly from sialic acid residues and in some cases from 
sulphated sugars. These acidic groups account for the 
low isoelectric point (2-3) of mucins (Durrer et al., 1995). 
The basic amino acids of the protein component are 
serine and threonine. The glycosylated regions of mucins 
interact favourably with water and force the molecule to 
an extended random coil conformation, and the high 
molecular weight enables individual mucin molecules to 
overlap and entangle at relatively low concentrations (Lee 
et al., 2005). These features are ideal with respect to the 
formation of hydrogels. Studies have shown that recon-
stucted mucous gels from mucins have similar rheolo-
gical properties as native mucous gels at physiological 
concentrations (Raynal et al., 2003). The ability of mucin 
to form the structural backbone of the mucous gel is one 
of its most important functions (Raynal et al., 2003). 

There is an on-going effort aimed at improving the 
potential use of mucin in controlled delivery of certain 
drugs. One of the strategies that have been successfully 
employed is PEGylation (Momoh et al., 2010; Momoh et 
al., 2011; Momoh et al., 2010). Previous studies on 
PEGylation (the process of attaching PEG to any 
polymer, or the molecular attachment to polyethylene gly-
cols with different molecular weights to active drug mole-
cules or surface treatment of drug-bearing particles with 
PEGs) have shown that the interaction between PEG and 
mucin is either molecular interaction in a solvent which 
resulted in the formation of new bond or attachment of 
the PEG to a functional group in the protein molecule to 
form a copolymer (Schnurrer and Lehr, 1996). This tech-
nology is one of the most promising and extensively 
studied strategies for improving the pharmacokinetics of 
drugs (Abuchowski et al., 1977). Clinically proven 
PEGylation technology can improve the performance and 
dosing convenience of peptides, proteins, some water 
soluble drugs, antibodies, oligonucleotides and many small 
molecules by optimizing pharmacokinetics, increasing 
bioavailability and decreasing immunogenicity and dosing 
frequency. PEGylation has been shown to increase the-
rapeutic efficacy by enabling increased drug concen-
tration, improved biodistribution, and longer dwelling time 
at the site of action (Kodera et al., 1998). This would 
result in the achievement of therapeutic drug concentra-
tions with less frequent dosing which would be a signi-
ficant benefit to patients who are taking injected drugs
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and long time medication for example in diabetes mana-
gement. Therefore, among the different polymer-based 
drug delivery systems, PEGylated polymeric bioadhesive 
microparticles represent a promising delivery vehicle 
especially intended for short-acting active pharmaceutical 
ingredients (APIs) employed in chronic therapies in order 
to improve their therapeutic effects.  

Recently, PEGyalted mucin matrices were characte-
rized with respect to thermal properties. The results of the 
thermal properties of PEGylated mucin which was mea-
sured by differential scanning calorimetry (DSC) indicated 
that an interaction occurred between PEG and mucin 
(Momoh et al., 2010). This serves as a basis for further 
characterization of the interaction between PEG and 
mucin in PEGylated mucin matrices for drug delivery 
application. Fourier transform infrared (FT-IR) spectro-
scopic analysis can be used to determine the functional 
groups of the molecules (Sahoo et al., 2012; Sahoo et al., 
2012; Sahoo et al., 2011). Therefore, to obtain more 
information in detail about chemical interaction between 
PEG and mucin, the FT-IR analysis was carried out. In 
this study, admixtures of PEG 4000 and mucin obtained 
from African land snail (Archachatina marginata) were 
prepared by combining the two at different ratios. Some 
physicochemical properties as well as compatibility of the 
PEGylated mucin matrices were assessed. The objective 
of this study was to evaluate, spectroscopically, the com-
patibility of non-mucinated polyethylene glycol (PEG) 
4000 and non-PEGylated mucin in a PEGylated mucin 
matrices for drug delivery application.   
 
 

MATERIALS AND METHODS 
 
The following materials were purchased from their local suppliers 
and used without further purification: polyethylene glycol-4000 (Ph. 
Eur. Carl Roth GmbH + Co.KG Karlsruhhe Germany), citric acid, 
sodium hydroxide (Merck, Germany), methyl red, ethanol, nitric 
acid, silver nitrate, tetraoxosulphate (vi) acid, sodium chloride, 
acetone, concentrated hydrochloric acid (BDH, England). The giant 
African land snails (A. marginata) used were procured from a local 
market in Nsukka, Enugu State. All other reagents were of 
analytical grade and were used as such. 
 
 

Extraction of snail mucin (slime) 
 
The method of Adikwu and Nnamani (2005) was employed for the 
extraction with modifications. The giant African land snails (A. 
maginata) were washed with clean water and the shells were 
knocked open at the apex and a spirally coiled rod was inserted to 
remove the fleshy body. The mucus layer (slime mucus) was gently 
scraped off from the fleshy parts, pooled together in a container and 
precipitated with chilled acetone. These precipitates were then dried 
with a flush of cold air (-4°C) to obtain greyish-brown flakes of the 
snail mucin, which were powdered and used for the study. 
 
 

Physicochemical properties of snail mucin 
 

Some physicochemical properties of the snail mucin were also 
assessed using standard procedures (Adikwu and Ikejiuba, 2005). 
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Test for proteins (amines; oxidation test)  
 
Biuret test 
 
Two drops of water and 1 ml of dilute sodium hydroxide were added 
to 2 % dispersion of mucin in water. Two drops of 1 % copper sul-
phate solution were added with the solution shaken thoroughly after 
each drop and observed. A purple or pink colour shows the pre-
sence of proteins. 

 
Xanthoproteic reaction 

 
Two drops of concentrated nitric acid were carefully added to 2% 
dispersion of mucin in water. A white precipitate was formed, which 
turned yellow on heating. The contents of the test tube were cooled, 
three drops of dilute sodium hydroxide solution added and the 
precipitate observed. A yellow colour which changes to orange 
indicates the presence of proteins. 

 
 
Test for fats and oils 

 
A drop of the acetone extract of the mucin was placed on a filter 
paper. The solvent was allowed to evaporate and the filter paper 
observed carefully for any transluscence. 

 
 
Test for sugars 

 
Three drops of freshly prepared Fehling’s solutions I and II were 
added to 1% w/v aqueous dispersion of snail mucin which was then 
heated in a boiling water bath for 5 min and observed. 

 
 
Test for carbohydrates 

 
Iodine test 

 
Two drops of 1% iodine solution were added to 1 ml of 1% w/v of 
mucin and then observed for blue-black colouration. 

 
Molisch’s test 

 
Two drops of ᾳ-naphthol solution was added to 2 ml of the snail 
mucin dispersion and the two mixed thoroughly. Then 1 ml of 
concentrated sulphuric acid was gently poured down the side of the 
tube and observed. 

 
Tollen’s reagent test 

 
Tollen’s reagent prepared as 1 ml of 5% silver nitrate solution was 
treated with a few drops of  5 % sodium hydroxide solution. A 
volume of aqueous ammonia just enough to redissolve the precipi-
tate was added to 3 drops of the snail mucin dispersion and the 
mixture warmed in a boiling water bath for few minutes. The colour 
of the precipitate formed was observed. 

 
Solubility profile of snail mucin 
 
The solubility of snail mucin in several solvents was determined by 
dispersing 100 mg of the snail mucin in definite volumes of each 
solvent- acetone, ethanol, water, sodium hydroxide, hydrochloric 
acid and ammonium hydroxide respectively at different tempera-
tures (25, 30, 40°C). 
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Table 1. Physicochemical properties of snail mucin. 
 

Test Observation Inference 

Carbohydrate +++ Present 

Protein ++ Present 

Fats + Present 
 

+, Present in trace amount; ++, moderately present; +++, copiously present. 
 
 
 

Table 2. Solubility profile of snail mucin. 
 

Temperature (°C) Acetone Ethanol 0.1 M NaOH 0.1 M H2SO4 0.1 M NH4OH H2O 

25 - - - - - - 

30 - - - - - + 

40 - - - - - ++ 
 

-, Not soluble; +, less soluble; ++, more soluble. 
 
 
 

Preparation of PEGylated-mucin matrices 
 

Polymer hybrids (matrices) were generated from mucin and 
poly(ethylene glycol) (PEG Mw 4000) by controlled coacervation in 
aqueous medium (Momoh et al., 2010; Momoh et al., 2011; Momoh 
et al., 2010). The matrices were prepared in the following molecular 
ratios (M:P): 1:1, 2:1, 3:1, 2:0, 0:2. Briefly, known quantities of 
mucin and PEG 4000 were weighed into separate 100 ml beakers 
and 20 ml of distilled water was added into the samples and 
allowed to stand for 72 h for interaction of the solvent and the 
polymers. The contents of the two beakers were then mixed and 
allowed to stand for another 72 h for molecular interaction. The 
hybrids were precipitated with chilled acetone, dried, pulverized and 
kept in an airtight container until used. 
 
 

Spectroscopic characterization of the matrices 
 

FTIR spectroscopy study was conducted using a Shimadzu FTIR 
8300 Spectrophotometer (Shimadzu, Tokyo, Japan) and the 
spectrum was recorded in the wavelength region of 4000 to 400 cm

-

`1
 with threshold of 1.303, sensivity of 50 and resolution of 2

 
cm

-`1
 

range. The procedure consisted of dispersing a 5 mg sample in KBr 
and compressing into discs by applying a pressure of 5 tons for 5 
min in a hydraulic press. The pellet was placed in the light path and 
the spectrum obtained (Sahoo et al., 2011, 2012, 2012; Builders et 
al., 2008). 
 
 

RESULTS AND DISCUSSION 
 

Physicochemical properties of snail mucin 
 

Results of the physicochemical tests performed on the 
snail mucin (Table 1) showed that carbohydrates, 
proteins and trace amounts of fats were present. This is 
consistent with previous reports (Carlstedt et al., 1983; 
Perez and Proust, 1987; Durrrer et al., 1995; Lee et al., 
2005; Raynal et al., 2003). In both wet and dry states, the 
extracted mucin was light-brownish in colour, with a 
pleasant meaty odour. Snail mucin when dispersed in 
water yielded a slightly viscous dispersion (Table 2). The 

snail mucin is not soluble in ethanol, acetone, 0.1 M 
sodium hydroxide, ammonium hydroxide and sulphuric 
acid (Table 2), in agreement with previous reported stu-
dies ((Momoh et al., 2010, 2010, 2011; Adikwu and 
Nnamani, 2005; Adikwu and Ikejiuba, 2005).  
 
 

Fourier transform infrared (FT-IR) spectroscopy 
 

The IR spectrum of a given compound is always unique 
and characteristic. Thus, IR spectroscopy is a quick and 
relatively cheap technique for identifying compounds 
(Sahoo et al., 2012; Sahoo et al., 2012; Sahoo et al., 
2011; Builders et al., 2008). FT-IR spectra of the matrices 
(2:0, 0:2, 1:1, 2:1 and 3:1) are shown in Figures 1 – 5 . 
FT-IR spectra of non-PEGylated mucin (2:0) matrix, non-
mucinated PEG (0:2) matrix and PEGylated mucin (1:1, 
2:1 and 3:1) matrices were carried out as finger prints to 
identify PEGylated mucin relative to non-PEGylated mucin 
and non-mucinated PEG matrices. FT-IR spectrum of 
non-PEGylated mucin matrix (that is, mucin alone 2:0) 
(Figure 1) shows that principal peaks were observed at 
wave numbers of 1074.39, 1240.27, 1528.64, 1641.48, 
2946.36, 3275.24 and 3421.83 cm

-1
 corresponding to C-

N vibrations, -C-O stretching, N-H bending vibration for 
secondary amines, C=C stretching of α,β–unsaturated 
ring, C-H stretching, O-H stretching and N-H amide ben-
ding, respectively. 

FT-IR spectrum of non-mucinated PEG matrix (that is, 
PEG 4000 alone 0:2) (Figure 2) shows characteristic peaks 
at 840.99, 950.94, 1114.89, 1273.06, 1355.04, 1466.91, 
2882.71 and 3429.55 cm

-1
 corresponding to aromatic C-H 

bending (2 adjacent free H’s), aromatic C-H bending (1 
FT-IR spectra of PEGylated mucin matrices (that is, 1:1, 
2:1 and 3:1) (Figures 3 - 5) were different from those of 
non-PEGylated mucin matrix (2:0) and non-mucinated 
PEG matrix (0:2). Spectrum of 1:1 matrix (Figure 3)
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Figure 1. FT-IR spectrum of polymer matrix (2:0) (mucin). 

 
 
 
shows strong peaks at 838.10, 956.72, 1116.82, 1264.38, 
1362.75, 1536.35, 1665.59, 2885.60 and 3298.38 cm

-1
 

corresponding to aromatic C-H deformation (2 adjacent 
free H’s), C-N vibrations, C-O stretching (strong), C-O 
stretching, C-H deformation (CH3), N-H bending vibration 
for secondary amines, C=C stretching of α,β–unsaturated 
ring, O=C-H stretching and N-H amide bending, res-
pectively; in 2:1 matrix, the characteristic peaks were 

found at 625.92, 1113.93, 1251.84, 1404.22, 1679.09, 
2888.50 and 3444.02 cm (Figure 4) due to aromatic C-H 
deformation, C-O stretching, C-O stretching, C-H defor-
mation (CH3), C=C stretching of α,β–unsaturated ring, C-
H stretching and N-H amide bending, respectively; while 
the FT-IR spectrum of 3:1 matrix (Figure 5) shows that 
principal peaks were observed at wave numbers of 
595.06, 1079.21, 1244.13, 1450.52, 1597.11, 2889.46
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Figure 2. FT-IR spectrum of polymer matrix (0:2) (PEG-4000). 
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Figure 3.  FT-IR spectrum of polymer matrix (1:1). 
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Figure 4. FT-IR spectrum of polymer matrix (2:1). 
 
 
 

and 3197.12 cm
-1

 corresponding to aromatic C-H defor-
mation, C-N vibrations, C-O stretching, C=H deformation 
(CH3, CH2), aromatic C=C (conjugated ring), C-H stret-
ching and N-H amide bending, respectively. FT-IR spec-
tra of 2:1 and 3:1 matrices (Figures 4 and 5) showed 

decrease in the number of peaks due to overlapping of 
peaks corresponding to 2:0 (mucin) and 0:2 (PEG 4000) 
matrices. The characteristic differences between the 
spectra of PEGylated mucin matrices (1:1, 2:1 and 3:1) 
on one hand and between the spectra of PEGylated 
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Figure 5. FT-IR spectrum of polymer matrix (3:1).  

 
 
 

mucin matrices and those of non-PEGylated mucin (2:0) 
and non-mucinated PEG (0:2) matrices on the other hand 
further indicate that new polymeric materials were formed, 
consistent with a similar report on interaction studies of 

mucinated cellulose based on FT-IR by Builders et al. 
(2008). 

Although PEGyalted mucin matrices (prepared with PEG 
2000 and snail mucin) (Momoh et al., 2010; Momoh et al., 
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2011; Momoh et al., 2010) had been characterized with 
respect to thermal properties by differential scanning 
calorimetry (DSC)

 
(Momoh et al., 2010), this serves as a 

basis for further characterization of the interaction bet-
ween PEG and mucin in PEGylated mucin matrices for 
drug delivery application. FT-IR spectroscopic analysis 
can be used to determine the functional groups of the 
molecules (Sahoo et al., 2012; Sahoo et al., 2012; Sahoo 
et al., 2011). Therefore, to obtain more information in de-
tail about chemical interaction between PEG and mucin, 
the FT-IR analysis was carried out on PEGylated mucin 
matrices prepared with PEG 4000 and snail mucin. The 
presence of different peaks in the FT-IR spectra of the 
PEGylated mucin matrices compared with the non-
PEGylated mucin (2:0) matrix and non-mucinated PEG 
4000 (0:2) matrix indicated the formation of  new poly-
mers, which could be employed in drug delivery. Results 
obtained in this study is in agreement with earlier reports 
on the drug delivery potential of PEGylated mucin 
(Momoh et al., 2010). The novelty embodied in this 
research is that this is the first spectroscopic study to be  
carried out on PEGylated mucin using PEG 4000 and 
snail mucin. 
 
 
Conclusion 
 
The engineering of new polymer biomaterials could be 
employed to address some problems associated with 
delivery of some APIs and biomolecules. To obtain new 
polymer biomaterials that will meet the carrier needs of 
challenging drug molecules, blending of polymers with 
desirable properties becomes imperative. In this study, 
admixtures of PEG 4000 and mucin obtained from 
African land snail (A. marginata) were prepared by com-
bining the two at different ratios. Preliminary spectro-
scopic characterization was performed on the PEGylated 
mucin matrices using  fourier transform infra-red spectro-
scopic characterization. Results obtained indicated that a 
new polymeric carrier was made from admixtures of 
mucin and PEG 4000 by PEGylation technology. Further 
solid state spectroscopic charcterization (WAXD and 
SAXD) studies on PEGylated mucin are currently on-
going in our laboratory. 
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